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The primary purpose of this reader is to describe the use of analysis equations and
methodologies of structures for design purposes. It is common these days that we hear
from industry that the students graduating with engineering degrees do not know how
to design whether it is structures, or mechanical systems, or systems from other
engineering disciplines. We therefore put the emphasis in this course on design.
Anybody who has some understanding of the design process, however, realises that
without a thorough understanding of the use of analysis methods it will not be possible
to design at least a reliable system. It is, therefore, important to establish a sound and
firm analysis foundation before one can start the design practice.

The approach used in this reader, however, is different from the traditional one in which
analysis and designs are taught in different portions of the course. Instead we will use
an approach in which small portions (sections) of topics from analysis are first
introduced immediately followed by their design implementation.

A more detailed description of the outline and the contents of the reader is provided in
the following. The reader is divided into two primary sections because of a very
important concept, called statical determinacy, that has a very strong influence on the
way structures are designed. It is of course too early to completely describe the impact
of statical indeterminacy on design.

It will be sufficient to state at this point that statical determinacy simplifies the design
process of a structure made of multiple components by making it possible to design
individual components independent from one another. Structural indeterminacy on the
other hand causes the internal load distribution in a given structural system to be
dependent on the dimensional and material properties of the individual component that
are typically being designed. T

hat is, as the design of the individual components change the loads acting on those
components for which they are being designed also change. Hence, individl 2 ual
components cannot be designed independently as the design changes in these
components and the other components around them alter the loads that they are being
designed for.

The resulting process is an iterative one requiring design of all the individual
components to be repeated again and again until the internal load redistribution
stabilises, reaching an equilibrium state with the prescribed external loading.
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Composite materials are widely used in the Aircraft Industry and have allowed
engineers to overcome obstacles that have been met when using the materials
individually.

The constituent materials retain their identities in the composites and do not
dissolve or otherwise merge completely into each other. Together, the materials
create a 'hybrid' material that has improved structural properties.

The development of light-weight, high-temperature resistant composite materials
will allow the next generation of high-performance, economical aircraft designs to
materialize. Usage of such materials will reduce fuel consumption, improve
efficiency and reduce direct operating costs of aircrafts.

Composite materials can be formed into various shapes and, if desired, the fibres
can be wound tightly to increase strength. A useful feature of composites is that
they can be layered, with the fibres in each layer running in a different direction.

This allows an engineer to design structures with unique properties. For example,
a structure can be designed so that it will bend in one direction, but not another.

n a basic composite, one material acts as a supporting matrix, while another
material builds on this base scaffolding and reinforces the entire material.
Formation of the material can be an expensive and complex process.

In essence, a base material matrix is laid out in a mould under high temperature
and pressure. An epoxy or resin is then poured over the base material, creating a
strong material when the composite material is cooled. The composite can also
be produced by embedding fibres of a secondary material into the base matrix.

Composites have good tensile strength and resistance to compression, making
them suitable for use in aircraft part manufacture. The tensile strength of the
material comes from its fibrous nature. When a tensile force is applied, the fibres
within the composite line up with the direction of the applied force, giving its
tensile strength.

The good resistance to compression can be attributed to the adhesive and
stiffness properties of the base matrix system. It is the role of the resin to
maintain the fibres as straight columns and to prevent them from buckling.


https://en.wikipedia.org/wiki/Composite_material
https://en.wikipedia.org/wiki/Epoxy
https://en.wikipedia.org/wiki/Resin

\ M.AM SCHOOL OF ENGINEERING

Siruganur, Tiruchirappalli — 621 105.

Teacher Teach Teachers

Report

The Session was initiated by Mr. G. Rajesh Kumar, AP/CSE, where
he started describing about “Quantum Computing”

The agenda includes the seminar on

Introduction of Quantum Computing

The need for speed

Classical vs Quantum bits

Quantum Computing Power

Practical Quantum Computer Applications
Quantum Computing History

Quantum Computing Problems

Then the session came to an end with the hand on programming with Quantum
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The Need For Speed...

Quantum Computing

The Next Generation of Computing Devices?

by Heiko Frost, Seth Herve and Daniel Matthews

¥ Classical Digital Computer
» Moore's Law: # of transistars on chip doubles every 18 months—
microprocessor circuits will measure on atomic scale by 2020-2030
» Downscaling of circuit board layout/components is leading to
discrepancies.
» Copper traces are actually crystallizing and shorting out!
» Emergence of quantum phenomena such as electrons tunneling through
~ the barriers between wires, : i
» Serial Processing - one operation at a time
» 64-bif classical computar operates speeds measured in gigaflops (bilions of
S floating-point operations per Sec 4
» Quantum Computer
» Harnesses the power of atoms and molecules to perform memory and
processing tasks
» Parallel Processing — millions of operations at a time

» 30-qubit quantum computer equals the processing power
of conventional computer that running at 10 terafiops
(trillions of floating-point operations per second).

> Quantum Computer _ .
>A computer that uses quantum mechanical
phenomena to perform operations on data through
devices such as superposition and entanglement.

» Classical Computer (Binary)
»A computer that uses voltages flowing through
circuits and gates, which can be calculated entirely
by classical mechanics. :

» 2 Basic states - offoron: 0, 1
» Mutually exclusive
> Quantum Bit (Qubit) 3 :
» 2 Basic states — ket 0, ket 1: | 0, |1}
» Superposition of both states —
(not continuous in nature)
% Quantum entanglement
» 2 or more objects must be
described in reference to one
another /
» Entanglement is & non-local
property that allows a set of
qubits to express :
superpositions of different
binary strings (01010 and
11111, for example)
simultansously




um Computing Power
> Integer Factorization
» Impossible for digital computers to factor large
numbers which are the products of two primes of
nearly equal size
» Quantum Computer with 2n qubits can factor
numbers with lengths of n bits (binary)

> Quantum Database Search

» Example: To search the entire Library of Congress
for one's name given an unsorted database...

» Classical Computer — 100 years

> Quantum Computer — ¥z second

‘Quantum Computing History
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Practical Quantum Co

» Quantum Mechanics Simulations
> physics, chemistry, materials science,
nanotechnology, biology and medicine.
> Computer can compute millions of variables at once.
5 All are limited today by the slow speed of quantum
mechanical simulations.

» Cryptoanalysis

» Capable of cracking exrreme!y complicated codes

» RSA encryption
» Typically uses numbers with over 200 digits

» Superconductor-based guamum computers
(including SQUID-based quantum computers)

» lon trap-based quantum qomgutém'-

» "Nuclear magnetic resonarce on molecules in solution®-based
» “Quantum dot on stiface"-based

» *Laser acting on flaaling fons (in vacuum)'“based (lon trapping)
> "Cavily quantum electrodynamics" (CQED)-based

% Molecular magnet-based

» Fullerene-based ESR quantum computar

Solid state NMR Kane quantum oﬁrﬁpu_far



> = 40 Qubit operating machine needed fo rival current
classical equivalents. ' :

» Errors -
» Decoherence - the tendency of a quantum computer to
decay from a given quantum state into an incoherent state
as it interacts with the environment.
» Interactions are unavoidable and induce breakdown of information
stored in the quantum computer resulting in computation errors.
» Error rates are typically proportional to the ratio of operating
time to decoherence time
» operations must be completed much quicker than the decoheren
time. W

'

N

v oV v

1T DESTINY,
POSSIBLY KILLING
EVERY

bk

Ignt B 957 Unlted Featurs Syrdicate, Ine.
Fadishribution in shole er in part preniviled




M.A.M SCHOOL OF ENGINEERING
Siruganur, Tiruchirappalli — 621 105.

Teacher Teach Teachers
Date : 11-01-2020

Speaker :
Mr.K.Sathish Kumar, M.E.,
Assistant Professor/ CSE

Staff Attended :
1. Ms. S.Murugavalli
2. Mr.G.Rajesh Kumar
3. Mrs.V.Vidhya
4. Mrs.P.Sivamalar
5. Mr. K.Sathish Kumar
6. Mrs. D.Sumathi

Topic : Graphics & Multimedia.
Venue : Peter Norton Lab

Enclosure : Report, PPT.

E;ulz!w:w
HOD




M.A.M SCHOOL OF ENGINEERING
Siruganur, Tiruchirappalli — 621 105.
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Report
The Session was initiated by Mr. K.Sathish Kumar, M.E., AP/CSE,

where he started describing about “Graphics & Multimedia”

The agenda includes the seminar on
e Introduction of Graphics & Multimedia
e QGraphical Representation
e Features of Graphics.
e Types of Media
e Multimedia Applications
e Advantages of Multimedia
o Difference between 2D & 3D Graphics.

Then the session came to an end with the hand on creative designing with
Graphics & Multimedia software tools.



INTRODUCTION TO MULTIMEDIA

resented by
_Sathish Kumar, AP/CSE

© WHAT IS MULTIMEDIA?

. Multimedia — using more than one media:
o Text
. o Graphics
Animation
Sound
 Video

' Features of Graphics

-

. e A multimedia website can be linear, which
users start at the beginning and progress
through a set sequence of events until they
reach the end. But most websites use a
nonlinear approach to navigation, which
users have more control over what they are
interested in pursuing.

1/11/2020

- WHAT IS MULTIMEDIA?

® |n a generic sense, multimedia is simply the use of
more than one media element. Hence, Web-based
multimedia is defined as an online, interactive
experience that incorporates two or more media
elements including text, graphics, sound, animation
and video. A fundamental feature of most Web-
based multimedia is interactivity, which gives user
some control over the content.

| Graphical Representation

o Today, this integration is accomplished by
digitizing different media elements and then
manipulating them with computer software
o Digitized — Media elements have been
captured in a code that the computer can
understand.

Types of Media

e Print Media
o \/isual Media

e Sound Media




o "Tell me and | will forget; show me and | may
remember; involve me and | will understand”
(Chinese proverb)

e Each person learns differently and each
person is inspired by something different.
The use of multimedia allows developers to
tap into these differences.

ADVANTAGES OF MULTIMEDIA

e Addresses multiple leaming styles

® Provides an excellent way to convey content

. .l‘.:liaea a variety of media elements to reinforce one
idea

® Activates multiple senses creating rich experiences

o Gives life to flat information

e Enhances user enjoyment

e Improves retention

® Enables users to control Web experience

WHERE DO WE USE MULTIMEDIA?

Multimedia at Home

From cooking to garde_nin&. home design to repair, indeed -

multimedia has made itself useful at home. It enables you to

convert your video to digital format, store your pictures in a

compact disc, and many more. Today, multimedia is alsa

being applied in our TV and soon, multimedia projects will
out homes via interactive TV (iTV),

»  Multimedia in Public Places

Multimedia is present in standalone terminals, or kiosks, in

alrport terminals, hotels, mall, train stations, museums,

g stores, and more, It provides us information and help

about & particular place, Interactive kiosks enables you to

make a fransaction without talking to a sales agent.

1/11/2

remember only 20% of what they see, 30%
of what they hear. When they see and hear
it, they remember 50%, if we include some
interaction; they will remember 80% of it

Multimedia in Businass
Business application that are multimedia based include
presentations, training, marketing, advertising, product
demos, databases, catalogues, and networked
communications. Multimedia is getting much utilization in
{raining programs.
Multimedia in School
Schools are perhaps the most ideal tarPe'l for multimedia, Its
fich set of media is potential for delivering effective teaching.
Mullimedia equipped education lets the sludents. Leam at
their own pace and at their own time. Itis ideal in distance
education and open learning systems wherein students
ﬂ:‘ to bfighysicslly present In class. Students can leam while
ving A

WHERE DO WE USE MULTIMEDIA?

e Multimedia in the Internet
Multimedia was introduced in the Internet with the
advent of the %._In fact, the Web is the
multimedia part of the internet. In the early stages
of the internet, you can view information in plain
text. The Web enables multimedia to be delivered
online. Playing live Internet games with multiple
players around the world has caught much .
attention. Some e-learning systems use multimedia
on the internet as a method fo deliver learning
materials to students anywhere.




WHERE DO WE USE MULTIMEDIA?

Multimedia in Mobile Devices
Mobile devices such as personal digital assistants
(PDAs or handheld computers), smartphones, and
mobile devices are not exceptions to multimedia.
MMS (Multimedia Messages Services) is a store-
and-forward method of transmitting graphics, video
clips, sound files, and short text messages over
wireless network using the WAP. It also supports
email addressing, so the device can send-emails
directly to communication between mobile phones.

'WEB-BASED MULTIMEDIA
CATEGORIES

® Research and References
Tod aper, newsletiers, magazines, books
ancsydopae ias and other referance materials are being
offered online via Web. In many cases, they represent
“Electronic” versions of existing research and reference
materials. An increasing number of self-help and how-to-
guides are being offered as interactive multimedia
applications on the Web. Some advantages: Cross-
referencing, Expanded search capabilities, multisensery
expariances.

e Entertainment and Games
They are the examples of same of the most popular and most
varied interactive multimedia sites available.

Management-Related Positions

e Executive Producer — Move a project into an
through production

e Project Manager — forming a project, moving
" itinto production and overseeing its creation

1/11/2020

WEB-BASED MULTIMEDIA
CATEGORIES

e Electronic Commerce (E-Commerce)
Involves using web to serve clients and customers
and is one way to provide solutions for companies
that wish to sell products or services anline.
Muttimedia is used extensively in advertising and

marketing.

e Web-Based Training and Distance Learning
The Web offers many options for delivering and
recaiving education over the distance. Web-based
training is an instruction delivered over the Internet
using a web browser.

Difference between 2D & 3D
Graphics.

2D
Vector Graphics - It works with lines &
cures, When we zoom or scale the object it

will redraw the shape

3d
XY & Z axis real time object viewing.

. Production-Related Positions

e Audio Specialist — Music scores, sound
effects, voice overs, vocals and transitional
sounds, recording, editing and selecting
. voices, sounds and music

e Computer Programmer — Creates the
underlying code that makes the website
. interactive and responsive to user's actions
| o Video Specialist— Manages the process of
capturing and editing original video




Production-Related Positions

o \Web Designer — Develops or refines a design
process and efficiently creates a cohesive and well-
planned website from the front end

s Web Developer - Ensures the communication
between the front end of the website and its back
end is working

e \Web Master — Making sure the web page is
technically correct and functional on the Web Server

Art-Related Positions

o Interface Designer — Responsible for the look
of the website interface and navigation
methods

Photographer = Shoots and captures
appropriate, compelling and high quality
photos

o Videographer - Shoots and captures
appropriate, compeliing and high quality
video footage

Thank You.

A\l
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Art-Related Positions

¢ Animation Specialist — Creates 2D/3D
animation by taking a sequence of static
images and displaying them in rapid
succession on the computer screen

Art Director — Coordinate the creation of the
artwork for the project

Graphic Artist/Designer — Creating and
designing all of the graphic images fora
project

Content-Related Positions

_ ¢ Content Specialist - Providing authenticity

. and accuracy of information on the website
| o Instructional Specialist — Expert in designing
instructional projects

o Writers/Editors — Technical
writers/scriptwriters, creative writers or
journalist invelved in the project
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STATIC CHARACTERISTICS
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INTRODUCTION OF MEASUREMENTS
AND INSTRUMENTS

Messurement mesnd 1o monitor & proceises of & operation and uiing an
Instrument , express the parameter, quantity or a varlable in terms of
meaningful numbers,

Envirenment
-
Dhiwihage  leflweace
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object naiss) w:-__ :
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STATIC CHARACTERISTICS
1 ACCURACY

= Accuracy is the abnlity of an inslrument o
show the exact reading.

= Always related 1o the estent of the wrong
reading/non accuracy

= HNormally shown in percentage ol error which
of the Tull wale reading peroenage,

Accuracy vs Precision
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\Q

P p—— BT Gt st LI e ) o |...ql - e
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'Basic no:._uo:nnna 5 a.
. . measurement system

! Amplification
' Conditloning

R’ i abko Important to mention that a power supply is an
Important element for the entire system,

- 4 . p———

4.4

W_.ﬁ._.uﬂ CHARACTERISTICS

2. PRECISION

*  An equipment which 15 precise 1w not necessanly
accuratie

¢ Debined as the capabdity of an instrument 1o show
the  4ame  readng when  uwed  each  time
{reproducibility of the instrument)

Accuracy vs Precision

v g fhae - . " o e
Hire
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3 TOLERANCE

= Closely related to accuracy of an equipment where the
accuracy of an equipment is sometimes referred to in the

form of tolerance limit.

= Defmed a3 the maximum error expected in an
instrument.

= Explains the max deviation of an output component

2t 2 certaim value.

:::::

& 50 o
ATIC CHARACT ERISTICS

6. LINEARITY

= Nhenmmum Seviation from keear relation between input and
T et

= T putpur of ananstesment has 1o be beearly proponlonae
10 e meanwred quanty

# Seremgliy Shomen m the fore of full scale pescentage 1% 121

This 2 o0 e T0E DN DU 282G of an wste yrneot when 4
Bew it ceadngs o e e,
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4. RANGE & SPAN

Defined as the range of reading between
minimum value and maximum value for the
measurement of an instrument.

The range expressed by stating the lower and
upper values.

Then range of that instrument is —100°C to 100 °C

The span of an instrument is the algebaric
difference between lower and upper values.
which has a reading range of -100°C to 100°C So
Spanis 200°C.

6. LINEARITY

s el ity

STATIC CHARACTERISTICS

7 LB T DEAL LN

Lt . e ar’

Bl 0 (S B T R e 0 sl o et et

ATIC CHARACTERISTICS

5. BIAS

Constant error which occurs during the measurement of an

instrument. )
This error is usually rectified through calibration.
Eample

A weighing scale always gives a bias reading. This equipment
always gives a reading of 1 kg even without any load applied.
Therefore, if A with a weight of 70 kg weighs himself, the -
given reading would be 71 kg. This would indicate that there

Is a constant bias of 1kg to be corrected.

STATIC CHARACTERISTICS
L L rary o 3
7. SENSIVITY

Defined 5 the rau0 of change i output Iowards the change
1 INpUt al 3 sTeady slate condidson.

Sensitiaty (K] = L9,
28
28,z chonge in output. £8, - chenge ininput

Fugrrpile 12

The resstsnce value of 3 Platinum Resistand e Thesmomenes
(nanges smen the temoerst e woedse: Therodoe, the
wnit of semutnedy for they eguipmens is OherC

STATIC CHARACTERISTICS
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{4 EA0GAT IO
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10. THRESHOLD

*  When the reading of an input is increased from
zero, the Input reading will reach a certaln value
before change occurs in the output.

* The minimum limit of the Input reading Is
‘threshold"”.

DYNAMIC CHARACTERISTICS

Romp Input
* The signal changes linearly.

*  The output signal for ramp input is ‘ramp
response’,

-
Hoapraa _

T

EXAMPLE OF DYNAMIC CHARACTERISTICS

gt e | G0 9

et ety Slat

S S e T s e R e, ki o lS,_

:/:DYNAMIC CHARACTERISTICS

,.....

* Explains the behaviour system of
Instruments system when the Input signal Is
changed.

* Depends on a few standard Input signals
such as ‘step Input’, ‘ramp Input’ and ‘sine-
wave input’,

1 i A B 1
» U.-_.Zh_c_nn n_&b_..nbn._‘m_ﬂm.—.unm M_

Sine-wave Input
* The signal is harmonic.
* The output signali 'frequency response’,

ERRORS IN MEASUREMENT.

* Error an the measurement of o physic al
guantity s its deviation from actual value,

e Errarg,  owall ey et all P T B M

redardlegs of the care voluc s oxertig

proeR PR LG e T 7 i T A TP - Sl b

Lt

* Thu

" DYNAMIC CHARACTERISTICS

Step Input
+ Sudden change In Input signal from steady state.

* The output signal for this kind of input Is known as
‘translent response’,

Inpei

Time

EXAMPLE OF DYNAMIC
CHARACTERISTICS

Response from a 2™ oeder instrument :
LLTTEE]

$

e

i s .\ . .|\\| i

Types of Errors

owe see that there are diferent wources ¢f

errary and generally errors are classihied malne,

int

+ Grg

. m<...

Ra:

hepss eatepories as follows
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. Gross Im_.h-.ﬁu_;m H d

These errors are due to the gross blunder on
the part of the experimenters or observers.

These errors are caused by mistake in using

instruments, recording .data and caloulating
measurement resylts.

—

Errors in Reading or Observation

* Construction of the Scale

Fitness and Straightness of the Pointer

Parallax

Efficiency or Skillness of the Observer

ANALYSIS OF THE ERRORS

Aotnmetic Mean

[ SRR T BT IR =R T IR PR .o TRU SR F oy

B e

... . ' SystematicErrors.

* These are inherent errors of apparatus or method.
* These errors always give a constant deviation.

* On the basis of the sources of errors, systematic errors may be
divided into following sub-categories :

= Constructional Error
* Errors in Reading or Observation

‘Random Errors

= After corrections have been applied for all the
parameters whose influences are known.

- There is left a residue of deviation, These are
random error.

Arithmetic Mean

* When a set of readings of an insrrument is
taken

the mdinaduas eadings will /ary omewhat
from ecach othe:

e s usuaily, COnCe resd wath
the mean ofal tee readime s

B e e e e 1o 15

.. Constructional Error

* None of the apparatus can be constructed to
satisfy all specifications completely.

* This is the reason of giving guarantee within a
limit.

* A manufacturers always mention the

minimum possible errors in the construction
of the instruments.

* Their magnitudes are not constant.

Persons performing the experiment have no
control over the origin of these errors.

These errors are due to SO many reasons such
as noise and fatigue in the working persons,

Arithmetic Mean

* If each reading 1« denoted by v and there are

nreadings the srithimenc mean is given by

[ s
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By
M.Meenakshi/AP/EEE
M.A.M School of Engineering

Major System Components &it’s Working

» Solar PV panel(solar PV module)
PV module converts sunlight into DC electricity.
« Solar charge controller

Charge controller regulates the voltage and current
coming from the PV panels going to the battery.

* |nverter

Inverter converts DC output of PV panels into pure
AC power to the AC applications.

+ Battery bank

Battery stores the energy for supplying to electrical
appliences when there is a demand

Determination of Total Load
Determine the power consumption demands,
calculate total watt-hour per day used by the appliences

[ PO LS J [

"1 | PORTIGO LIGHT 12 2 2

2 |HALLLUGHT 40 2 80

3 | HALLFANC E s el )L 2 180

4 | KITCHEN LIGHT 40 1 40
o5 |ROOMUGHT o I L 1 12

6 | ROOM FAN %0 2 180
PR B oy e | oaste

Total energy required per(watt-hour) = 516 Wh
Total Load = 284 Watts

fSOLAR PANEL FOR STANDALONE HOME LOAD

Solar Panel With Home Load

Design Procedure For Solar PV system

Stepl: Determine the total load of the home oy
Step2:Calculate the number of paneis
Step3: Determine the size of the battery

Stepd; Determine the rating of the charge
controller

Step5: Determine the rating of the inverter.

Solar-PV system Panel design

Total energy ronquired por da, k!
Formula = ooeoees .
panel power gen fagton G 45 "power '
516
L 15N
0.4%* 6 howry

= rounded of 250 Wp( chose 125 Wp *2 nos)
panal specificanon an Boardi ]S W 1
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Solar PV system Panel design

Total energy required per day(wh)
FOIMUI W cmommeec i iiiicss s b v e *1.3(30%)
panel power gen factor(0.45) * power gen hours

516
= *13 = 248wWp
0.45* 6 hours
= rounded of 250 Wp( chose 125 Wp *2 nos)
panel specification on board(125 Wp,12 v)

Design Of Charge Controller

Charge Control Rating = Panerlsi:hlmnbe:DiPanel x13(30%)
Charge Contrl Raing = 7.5 12 x 132195 Amps
Charge Control s 20 Amps x 12V

Design of Inverter

Raied Load (waus)
Formua = - weae 01 300%)
inverter Power Factor 0 8 (80%)
A,

- .
Iversr = . 13 =46IVA
08

Inverter = 600 VA
For safety, the inverter should be considered 25-30% bigge size

Battery design

Battery Capactty rah: = '

TVa E ey far v gy S RS Bt

Battery Eficency (085 x Batery DCO (0 ) « Batery votaE (12 1)

Satan APty 3

Bateny Caractide, . pgas e

Inverter design Procedure

Tha= iy ot v ane ;

Lruileery

The irs aitar sima cbosy oo, ==

LA T

Ratings of the solar PV system

Tonal Friengy e

Tewal Lovad = *=a 7, vnrs
VIRate bt

125 Wp paetel » 2. - G0 2y
1128 Wi a 1.0 BArb o

ottty Coangion ity
Charge Contiol = 20 Amps x 12 v
Inyeiter = 600 v

With the help of these procedure we can L L R TN T L P PN
for any kind of stand Alone load
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Speaker: Ms, DHANALAKSHMI D,
Assistant Professor
Department of B3]}
Staff Attended:
1. Me, G.Purushothaman 1HOD /1)
2, Mr.ASenthamarai kanoan Asso, ot/ )
3. Me, Ranjith Kumar AD/14)5)4
4. Mrs, Meenakshi AP/
5. Ms. Vinothini AP/ELY
6. Mr. Ismail Gani AP/1L)S
Topic:
“Attificial Intelligence”
Yenue;
Circuits Laly
Report encl:
4" February 2020 & 1,30 PM 10 2,30 P\l
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Artiﬁcial :’Vhat.is Art‘i ficial =
ntelligence?

Anawur 1y ot ol P T R

Intelligence |

il Lt b

‘1]‘
Erﬂl ™
\
j=
e L
—
-..qaull".j.
—

il S A S
Ml.—D:DhualnksimiANEEE- i

MAM School of Engloeering -

Robots at Artemis Artificial Intelligence V'S, Robaot

J-\{-w.
. Al
Ve il b P s
Pt

A Ry penlty ket

N L R

A roiel i by o et . it progrees.

A m"—d-m_nnﬂ—lh—b— b e b

Artificial Intelligence Tests

Artificial Intelligence Tests

Turlag Tesl

Develapad by Alan Turing
ot laead ipsaalim i pter LI, 4 dital, wind @ Doviak
Fumnale priwinbs v T naly

Iavolves | Mﬂ,rmﬂ computer.

L sor wnd T have 5 ih the indsmpeter
1f the interperier can'l p-Mhha-menllhr Itepegter geta (L wnmy (bt s gompppuiter has
Atificial [l lgenes:

B N s
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Artificial Intelligence Tests

Tmitathon Game

Tnvnlies tuwen lesta

[First best amidves am inserpecter, @ mabe, andl o lemale
Female protends o be male

Briespreter tries b fipure ool who in whe
Second besl is similar 0 luning lee

Compares both beds

Examples

1. CleverBut T Aulenwiiions Cars

Cleverbat

Al Controversies

Puslential jub labiguver
Crowmng luiies

Cowing Cost

Priurily Argument

Robot Relstionalips?

Artificial Intelligence Tests

Poinmg Dot Noip i v san

Problems

Why it Matters

Tl 6 P st v s B st ctinny itk i odh s s 1 s D

M i = oy
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Circuits Lab

Report encl:

Department of Electrical

M.A.M SCHOOL OF ENGINEERING

(Aceredited by NAAC)

Speaker: Mr. RANJITH KUMAR M.
Assistant Professor.
Department of EETX

Mr.A Senthamarai kannan Asso.Prof/1:]:]%
Mr. G.Purushothaman HOD/ELI:
Ms.K.Vinothini AP/EE
Ms.Dhanalakshmi AP/EEE

. Mr. Ismail Gani AP/EEE

“Power System”

19" August 2019 & 1.30 P.M to 2,30 P.M

| Anna University, Chennai)

and Electronics En rineering
Academic year: 2019-2020 - ODD

TEACHER TEACH TEACHERS

- — e e e e
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- MANAGEMENT AND OPTIMIZATION OF SOLAR
- pOWER CONVERSION TO SUPPLEMENT
TERRESTRIAL POWER SYSTEMS.

BY

Mr. RANJITH KUMAR AP/ EEE
M.AM SCHOOL OF ENGIEERING

ENVIRONMENTAL ASPECTS
OF ENERGY

« TRADE-OFF BETWEEN ENERGY AND
ENVIRONMENT

« ECOLOGICAL UNBALANCE

« GLOBAL WARMING

« RADIATION HAZARDS

LIMITATIONS OF SOLAR ELECTRIC POWER
GENERATION INSTALLATIONS ON EARTH

« Effects of day/night cycles

» Shadowing due to clouds, fog, snow,
precipitation etc.

« Weather effects

« Reduced solar-radiation intensity

« Overall variable and discontinuous power
output

CONVENTIONAL RESOURCES

« FOSSIL FUELS

- HYDRO RESOURCES

« NUCLEAR RESOURCES USING
FISSION

NON-CONVENTIONAL RESOURCES

- SOLAR ENERGY
« WIND ENERGY
« BIOMASS ENERGY
. OCEAN WAVE ENERGY
« OCEAN THERMAL ENERGY CONVERSION
- GEOTHERMAL ENERGY
« OCEAN TIDAL ENERGY
AND
+ NUCLEAR FUSION

LIMITATIONS OF SOLAR ELECTRIC POWER

GENERATION INSTALLATIONS ON EARTH

HENCE:

SOLAR POWER SATELLITE
CONCEIVED
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SOLAR TO'ELECTRIC CONVE

OF SPS
NT ADVANTAGES OF | o .
Nl . THERMAL ELECTRIC CONVERSI™".

. Morei bout eight times on : NVEE
’:s?;agé?gso?aﬁadiaﬁo% available © GELAR DYNAMIES?SN THROUGH
« Unaffected by weather, clouds efc. . DIRECT CONVE _

. SPS illuminated almost all the time (except PHOTOVOLTAICS

eclipse periods). Hence expensive
storage not required

» Lack of gravity simplifies structure

+ Waste heat re-radiated back into space,
instead of warming the biosphere.

MAIN PARAMETERS FOR CONSIDERATION ()¢
SOLAR TO ELECTRIC CONVERSION PHOTOVOLTAIC POWER GENERATION ON S

Contd....
POINTS FOR CHOICE: + Energy conversion efficency . o
« Energy conversion efficiency * Life-expectancy SMUOSIVID
« Cost effectiveness * Tolerance to space-radiation environment -

* Material and system transportation * Power-production capacity perunit ars g iz
convenience * Production cost INCludiNg matera L ustaar ;

* Technology status processing cost
- Specific feasibility problems

MAIN PARAMETERS FOR CONSIDERATION OF of
PHOTOVOLTAIC POWER GENERATION ON SPS _,..-“'N ;
Contd...., \ '/'\/\ ,\ WAL .

* Amenability to mass production
* Consideration for optimized mass
* Overall bulk and portability y

2 - Convertm and
AR g g e e

L Wl 1e g
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BRIEF HISTORICAL MILESTONES

* 1899-1900 NIKOLA TESLA Proposed use
of radio waves power transmission

« 1930's Use of microwaves proposed for
power transmission

. 1945 Clarke putforth the concept of
geo-stationary satellite in Science-fiction

. 1962 Satellite communication begins
with Telstar | first rectenna build

BRIEF HISTORICAL MILE-STONES

{Comt..}

. 1975 84% efficient microwave to DC
conversion demonstrated

. 1983 US Patent for a system for power
transmission from SPS & direct
conversion to 60 Fz, 3-Phase

. 1999-2000 SPS Exploratory Concept
examined by NASA

POSSIBLE TRANSMISSION
TECHNIQUES

« MICROWAVES
« LASER BEAMS

BRIEF HISTORICAL MILE-STONES

DA Frot ror oS T T

«1554 W.C. BROWN sucoss022 @ 7100w 2uS TOWEET

helicopter using 2 £35 Gz
1554 JEEE Corfersnie m T 2e S
session on Wicoaz.s Fraz
«19E5-55 Commercal Sasins Coram A
jreroouces

-1958 PETER GLASER Tromas=3 =07 70

Szelirss
A iy 2 —
ITTETS Giatds avis FAUES o pais T pumhuE

FiCTOWZVE DORET TETSTISSON ==SFE T

e
23w

BRIEF HISTORICAL MILE-STONES

. 2001-2002 Techneiogy Matr=c”
program for SPS pursusd Ly ndn

R —

« 2004 AReporion possihls oS

« 2007-2010 many £aUCNS N INE KT
consigening such o1 Elis SA&S :
announcad pIaTS 10 TAWE B TS Bk
pparation oy 2040

METHODOLOGY OF TRANSMISSICN
AND UTILIZATICN

- DIRECT TRANSMISSION o8

MICROWAVE POUT g8 AT T
SMALLER ANTENNA FEEDING TO

UTILITY SYSTEM EQUIFAENT

. TRANSMISSION TO LARGE w.eNan=
EARTH STATION & FEEDIN 3 1

'

TERRESTRIAL POWER Y SITN
{POWER GRID:
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N
MAIN SUBSYSTEMS OF SOLAR SOLAR POWER SATTELLITE
POWER SATELLITE LOCATION OPTIONS
+ SOLAR POWER COLLECTOR AND SUB- ¢ GEO-SYNCHRONUS-STATIONARY

TRACKER SUB-SYSTEM

ORBIT (3600 KM FROM EARCH:
+ POWER CONVERSION SUB-SYSTEM

MEO ARCUNE
+ TELEMETRY, TRACKING & COMMAND SUB- 10000 KM)
SYSTEM « LOWEARCH ORBIT (LEO ARNUIND
* ANTENNA SUB-SYSTEM 800-1000 KM)
+ PROPULSION & ATTITUDE STABILIZATION . .
SUB-SYSTEM * HIGH ALTITUDE PLATFORM (HAF.

LESS THAN 100 KM)

PVealls & . b Microwave
Solar power Microwave i
ol S e I o0
concentratons o assemoly ' i waﬂw
¥ ik
Powar Impedance Power {
fullachm matching —| distnbutor ! [,
Senbat davican coniroller e
£ i
]— x Fres Space
Phased Radiaton
anlenna
g [ L cromis
Eaii's
Recienna

Power Transmission Subsysiems al SPS
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Trichy = Chenn
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Academic yeat: 2019-2020 - ODD

TEACHER TEACH TEACH ERS

1L} ¥} .I'

Speaker: Mr. ISMAIL GANI M.
Assistant Professot

Department of EEL

Staff Attended:

1. Mr. G.Purushothaman HOD/LELL
Ms.K.Vinothini AP/EEE
Ms.Dhanalakshmi AP/EELE

Mr.A.Senthamarai kannan Asso.Prof/ 15

noE e

Mr. Ranjith Kumar A P/EEE

“Synchronous Motor”

Venue:

Circuits Lab

Report encl:
4% October 2019 & 1.30 P.M to 2.30 P.M
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= Snchenous motor wall run either ol ynchronows speed or will
nOL rus 3% il

nﬂlu:;_!!ndﬂl‘naiaaﬁtﬁﬁti
Feguency (4s Ns= 1201/ F)

= Bymcheonsus Mot are not seil sarting. They need some
exterdliore I bring them near 1o the synchronous speed.

= They <&~ operate under any power factor, lagping as well as
adeg Sence syachronous Motors N be used for power

factor —orDwement.

< SmCr oo Tt el g eI o RO e S el Tl o
-

= TREDN . et e ) e e 1 CRINEE I g Tregee S T
1206 §

= S . T e ot s O ey THEY Rt e et S
g T a0 T e e b e

- Theey fe o iy S . anl s ety e
.

e T T 1 /. THESe—p—

aad s ——
e - T
LS .

¥ The vtmtod in wasumd bor (e vimilar numibes of podes o that of mbor, and
Fod with thiwe phuse AC suredy The § phase AC suppdy prodcss mt sting
it Fieddd in watoe. Ve rmtor winadang i bedd with DC supedy which
IRagnete Th PR

T Paoway the Wstor poben aew reviedving with synchranous spesd (el 1ay
chockwiel M the retor poaltion i wuch thal, M pole of Uhe rotod i nearthe
N pobe of the wiastor [as vhown in first schematic of above figure], Then the
peodey of the stator and roter will reped sach oihed, and The torque
precuced will be antichockwive.

P uni s &
caseans T ERIIINN
BUEDTE® ot ot e LS SIS &

The varoun, methads 1o 11 the achionous motor s,

1 Unmng pomy mdloey

T Unang dampes wndeng

¥ ks g vl ng e on motor

4 Unang wmad DO Machsne coupled 19 L

1. Using pory maton

T RS The REOd A Bt KO U ByTec b onout xpeed wath e el p ol

Mg eabetnal drvaor e umall mducton Moo Suh an eviemal gevr v called
o, O

Doy Prer £ 00 @M, T W O BROUS 1peed TH 0 @Mt 10 the Mt i
RATed o D r Thie vy MDD i & B blbed pomg motos 1y Seipupbed The -
i Mhees COMEMGEy o rolate s Senchionow, m ot 1

e e I

e e e o P a0 DU QN L e 1o 4 pateeral el
= A e Awbar e et anis TR PDIOE S u h ame R Al o Fried TR
B Rt OIONENG b T euat ey e e
FET ety e e T e MARCE R e ity

L TR PR D S

o R IR ey e ] e g P g sl et
e The by = ararng ety et 0 ol U

LT g

= Tha statod poles are rotating with wynehranous inesd, and they
rotate around wery fast and iInterchangs thair pasition. But st
this very yoon, rofor cannot rotate with the sams angle |dus to
Inertia), and the nest position will be ikely the seconmd
schematic In abave figure, In this cave, poles of the sator will
attract the poles of rotor, and the torque produced will be
clockwlise,

the motar will not start.,

[ —— EEE_.M ME _

1. Using Dampat Winding
I a vynchiurans metoe in addition i the normal Reld windng, the
addtional winding toniisting of copper bary placed in ihe ot in the pode
facen The bany are short clrruRed with (he help of end ngy % sn
acditional winding on the roter 1 called dampee winding Thin wanding o
Whort Eirtulledd, a0 an @ squirred cage rtnr winding af an ndh1an mots

# Hence, the rotor will undergo ta a rapkdly revering tarque, and .—

The achemate repeeventation of weh damper winding i shawe i the
Figas ]
-

*The wutial resistance added in the rotor not only prowides hgh
SLAFLING LOrdue Bt 360 llmits magh inrush ol starteg current.
HENCE 0 GCTL A4 0 MOTOr FESlTance slarter,

*THE Gynchionoas molor SIan i by 1R method o calied 4 lip
fog nduction motor s shiown n the Fg 49

i
syee -
N
™
|
TR A TMEN gt Sale 1 s s B i B B
A
W BRI il Akl Ao _—
J Wiy b s Athen o s s A K =i
GO Ut et Wi 1 e g
1+ P famg e gy
e o PR
Hewn, Vel g naly i
1, the ' nobe
ol W ey e T
g et .o R PN
s, . - the
sl -l

® B o the rotor in rmtsted up to the synehronoun spesd of the
ator by means of an evternal hvra o tha chivw tuvm of
rvolving Peld of the stator], and 1he rodor Nekd (v e ited naar
tha iyne hronous ipeed. the polet of tator aill tesp eltracting
the oppoiits poles of the oIor {81 The mtor (1 b, now
rotating with it and the powtion of the poles wil be wmilar
throughout the cwie) Nowg the rotor wiil undenga
unidirectional torque The oppo tite polet of the 1ates and mtw
will got lncked with each other, and the rotoe will mess o i X o

mynchronous ipeed _ llntwﬂw.%lm ﬂ 344 _
o e r OIS SR TR T TR

IR S o Seiatprt

* Dnce the robor iv ees tedd By 8 Thise phate suophy 1he motosy itarty
OrAting Be an induclion motae ot Ll me hrosous peed Thes OO
wapply o8 goven b the Sell werding Al g part<ulas astant rmates gety
pulled inho gynchioman s Aarts AEEog 81 8 BSPDATLL b
¥ FOTOT FOISTEE BT By Rennsus dpeed, The relstne moton Belaeen
dampar winding snd [he ralaling ragnetic Feid @ e, Me e & fen

" MOTOE PRI BE Ay P POADU Mol There {anesal B sy kg sl
EMF i the damper aonding S dampes werding & sctive aony gt
TATY, T run 1R MOt o a0 g Ton mahor st abael Afterwaniy di
QUL oF 1P el A g Saraper wandang @ vhadt Cututed snd motos
WO AR S A b bl of e Pagh cucrenl ol atant s
U1 OtOE AN b Alar Jeita, sutolran oo e et wred
AT IR W RrOAD Y TOLOE By B0 i e I o .

B o .d....

4 Using Smait D.C, Machine

Mary a tmes 3 lange v Mranous matos 4 proweded wets s
CouBled [ machine “moy wag S ime i weed as 4 O mat.s oo
FOLAt® LR A MERIGA. s MOk 31 8 W Onous ipeed ten the
AT T ENEPOL 1 4 S Nl ko BRI L g gt
A OO at MOt e e DO M e a0t 0 8 O
drreratar Callgdem e TRe tent 0 e Gy B ongug . e

M e DY T s b Vet

b
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= In below fig, OA represents applied vollage / phase of the motor and AB(s
the back EMF./ phase, E, OB it their resultact voltage £R. The
armature B current s O Lagging behind EA by an angle q= ER or
wvector O8 represents [to some suitable scabe) the main current |

* OF s drawn st an sngle { with OB (or at an angle q with C A). BL s drawn
|perpendicular to OX which ks at right angles to O ¥, Vector 08, when
referred to O ¥, also represents, on a different scale, the current both in
magnitude and phase

[ SR EV I Rt AR B B 60 S50 U5 e SO B TP SUERO U N S vt |
= AsV i comtant, powet nput i dependent on B L motor i working with &
constant intake, then locus of B 5 & stresght line | | b OX and * ta OF Le. Bne EF for
‘which BL is constant, Henca, EF represents 8 constant-powss ngut fine for a ghven
volltage but varying excitation. Smdarly, 5 wries of wsch parslle] Ines can ba drnen
wach fepdmanting § delnite power intaks of the motor A4 regardh these comtant.
parwer lines, & i 10 be noted that
1. For squal incresse in intake, the power ines sre pacsliel snd squsibpspaced
L Tevw posarer ne rurs slong OO0

1. The pevpendicular ditance irom B to O [or bero pow e line ) reprersents the

| O PR B S e v B ST S SRR BT R B A B |

* Hewr 4 Fruedd Lo, AR Wh, I i The oad on motor 15
Increesed, mcreases. In other worts, loout of B i o crde wath radios = A8 and
cmntre ot A With incressing loed, B goet on 1o lines of haghet powerr Bl pont 81
rrached

= vy further incresse in losd on the motor will bring point B down to alowsr
Ene. 1t mean that 23 losd i beyond the value ding o
point B1, the motor intake decreaves which itimposzible.

= The area to the right of AY 1 represents unstable conditions. For a ghven

woltage and excilation, the matrmum power the motor can develop, b
determined by the location of point B1 ig?iﬂa’_g‘ﬁ

PEaurL

Thins the paint O' is independent of power Pm and Is a constant fora

-
give motor operating at a fised applied voltage . | i
* Companng last term al equations (1] and(3), Pt
Lot O8 =N adive of cirele o r And the raddivs of the Gircle for madmum power k3 e/ Ths ot the Time of Poar
00" = Distan o ST Al Rt pover, The tircles becomen & point O, While when the power P =0, . "
Agolying cume nite 1 tnangle DBLT, ] thanraNZha 2008
* Mo DB reprrients rews ER which f 1 4, Ths OB b propartsonal o curment and o e V= Ths shawa thal the oicle of tero power passes thiough [he pownis O and A&
wnen refemed 15 OF resrevents the current 1 beth magnituse srd phase. ¥ Thie raciun bor amy power P is ghven by,
L EITEYP P R AR [
T Hween, \ n. PR LY
v dl - e 5 ___ ne ok .....ﬂ - Tl s e———
[ 3 s
. . Veoan o | e
i e — =
nl..u!.-._-uil._!.::!n_._lo-!. SO O IFE
[= - — o,
A4y H .. The €chubtsan snawt Tt 26 Bowrer P ikt 58 Pl 1cn 16 a0 U2 The masmurn | | | s b
178 B P L A IRBEDEABEA] 04 Bt b 4Rd ¢ :.nr...!...t-!....!l. POt o ar per Ghae & e
OUseraling 3t o T aLmird votage v = s i
ALy . F .,m 1 TR

Where

= Mechancalpower o grven by P o InNT /60 where by g the = A TR EW Jubase 5 connected B0 My 30V cylmdrical nmoe senchionses,
.

synchronou speed and the Tg s 1he pross torgue devslopeo

= P s Pawe' woul (o lhe molor tew, 5

MDY perates a1 raled Eondilinn anth O BE0 e akng TR nioter
= & = Powe 1045 a8 s1atar copper 0 @ = Powe' 1053 as core loss

ey =it feld aod atm b W Al S |

n e S — & lie i e o ¥ e o 0 ealeul e

Pow o) e gt 5 b RTE .

B A TG Lo N BRI ) 0] et g we] Ve i 0 ATl are Cas et L Seck ENIFR.
L= 80P SlnN, 4 arigghe s -~

s ¥z Powe wmuas incuon and aciage oss P, ¢ fower 1055 25 Ry . T -

oy T s LaANSA N Nem

*OANI A b e 1 D and W e T yer R s ok s Has
a2 Shat Lot of The machere Froe 17 prsn tiags don s Lot w0 18 Powes =0 phase ¥ 2 W1 comild
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. ®Tadd es of load on synch motors may sometimenset The tandency of hunting can be minim ed by the uie of & demper winding. 4 An over incited wrchronow motor operatas st unity or lading prwer
windingy ara placad n (ha pole faces No [MF1are induced in the damper factor G 'y
up caciliations that are Pame plant I
tupsrimposed upon the normal rotation, bart 88d Aa current Nows in (he damper wincheg, which I nat operative. s ot pawar Eaxtor it o0
resulting in periodic variations of a very low frequency In tpeed. ey The dmad ares A mOTRr IAME 1 20w foac,

= Whenever say lrreguiarity labet place n the speed of rolution, howerver, tha poler
This sffect is known as hurting or phase-swinging. Occasionally, the ik moves Prom tice 10 3ide of he pale, INIS mevemant cavuing the fus 10 move akirg hiadivg curvem, approsimalaly seuel to 86, When it fs connected In

+ The escitation of 3 415V, Y-phave, and mesh connected synchronous motor
i swch that the induced EMF RS0V the impadance pet phase b (0.85+[6.0)
0 H the Frictson and iron losses are constant at 300 watts, caloulate the
power output, hne current, powes Factor and efficiency for masimum power

? ‘S‘l‘- P
oumpus trouble is sggravated by the mator having & natunl pariod of A n o e rmm - i - .
: ur per bary lorwerde scrom the demper winding. Wy h i condarier [ d ta itatic capacitor |he power factor tan
oszlilation approximately equal to the hunting pariod. Whan tha « Theralendlod at the ¥ L]

improve sssily by variation ol flald swcitation of motor. Phasor diagram of a
Wyrchronous condensar connacted in paraliel with an inductive load b glven
balow.

sﬁtgiﬂliz_giaizii%ik-;-

merely tends to damg out the cvcilletions in the tpewd, scting oe & kind of slectrical

Pywheel. In the cese of & three-phews ynchronous motor the fater oarents el ug

m 1 rolsting MMF rotating st uniform speed snd I the rotor i rotsting st wnif M
| AR

synchronous mator phass-swings Into the unstable ragion, the
mator may fall out of synchronksm

ipeed, na [MFi ata Inducad In tha demper ban

—ﬁgﬁﬂﬂ%m%i EAHETIn AR (B T SR Nt ot é G

:
iy
A NS T M0 A o T e T b s A R i AR Y K # ., BB 1%
. 2 TR L Ak e £ 3 i) PRy vd

= In case salient pole machines the air gap is non uniform and It Is
smaller along pole axis and Is larger along the inter polar axis,

# These axes are called direct axis or d-axis and quadrature axis or

> As the length of tha alr gap is small along direet 3ad raluctanzas of the
magretic clrcult s bess and the air gap along the g = auds is arger and

= Blondels hwo reaction theory considers the effects of the quadrature
and direct-axm companants of the armature reaction separately.

- Weglecting saturation, their ditferent efhects are consdered by sssigning

Scanned with CamScanner

hence the alang the quadrature dxis will be comparatival har - -
q-axis. Hence the effect of MMF when acting along direct axls . Wha 16 each 30 sporopriate value of srmature-resction “reactance,

” - ~ Hence along d-axls more Nl h ~anig. Ther the e
will be different than that when it is acting along quadrature & 7¢ flux iy produced tivan arasls, wlore pectively X and X
ailf . resclance due to armature reaction will be different along d-axis and . Tne effects of armature resistance and [ue wakage reactance (X, | may

a-auis. This raactance’s are ne treated separatebly, or may be added 1o the armanure reacton

~ Hence the reactance of the stator cannot be same when the
MMEF 5 acting along d — axs and q- axis

coetfiClenls on the a1sumplon thal they are the ame, lor either the

. ——
< B 38 S i e ol ]l e

diws t-axis oF cuadralure -da campanents of The armature current

= ¥ = direct axis reaciance, ¥ = quadraiure axs reactance
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Department of Electrical and Electronics Engineering
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Assistant Professor
Department of EEE
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Mr. Ranjith Kumar AP/EEL
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“Solar Tree”
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ADVANTAGES OF SOLAR PANEL : E SPECIFI ow,.zozm | _

a ll.<..1...l|...l1;|...|.|l|.

¢ dectric cnergy and this effect is

ﬁ.ﬁ:. {awae E,Eﬁ
as ﬂ:@S&E.n cflect.

o Ecdlogically Fricadly Noaizal Wariwon Presal 11C P R

bt duy A ; Ogtaun Opeafing llage Vep} 0N T AW an
\Vmo_E. cells  essentially  create i L o

™ 2 b Optimum Operatisg Cormatiapi 3 TE w1 1
© Decreased Electrical B 3 :
clectricity by converting photons of (& . Open Gl el (le) P L L
light into electrons, e . Shirt Grsat Garnet ). Y 1B 1w
i o Low Maintenance e oA

¥ Solar cell producing direct current ol

_Cpecting epety e

: . Vasiean Sy elag o AENmQEeW] 00 ]
or DC, this DC current is converted to 0, i o Efkny Vaioun Seres FruRaing — A H
alternating current, or AC by using == _tomw Tlemsce i i i
inverter. s _ u”. M“M“ >
o of |- T =& s
1 ’ S Nt W ﬁ
V-1 CHARACTERSTIC .
. EED OF SOLAR TREE

V-1 CHARACTERSTIC : wESe

o The power delivered by a solar cell is the product of
current and voltage ( § x V). If the multiplication is

g P B el v p : s : o Due to less land requirement
: ST, ane, point for point, for all voltages from short-circuit s : e .
Rt =it LGP ALEIROLE conditions i It require less land as compare 1o traditional PV system So we
et Fu et W— : ; B o : i A ; h o e
Shom Lot 41, v z o Plic:power curve-above is obtatned for: givess £ require .m:.nr a plant which can generate max. encray
Rew radiation level. using minimum land.
I o With the solar cell open-circuited. that 1= nut connected F o Efficient energy generation

- sl i . - current will be at its mu i o 5

4 P oot » It cion generate encrgy very cfficiently as compary to

W -~ traditonal svstem.

-~ o It can collect energy from wind
-]

The stem are Nexible so
direction and by shaking

1 they can rotate i an
themselves they praduc:

enerey also from wind a= i the case of a natural trec.

WHY IT IS BETTER THAN A
TRADITIONAL SYSTEM

SOLAR TREE IN INDIA

© fedia heing o bewcleping conniey wid iy ol roguneg-
4] T | T TR T LA PO
CAPTINTT LA I 1y T il PRI _-._... AT AR L ORY G e e e
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-—g_.u 1 bt TR TRES ) 111 [ TNIRECER TR |

_ LaImres (]

R | _

| | i _ FR PRI 1 1 U T T Lo n s R IR L1

| CoTequ ) we e BT s sl

ol

_ wen

Scanned with CamScanner




APPLICATION ADVANTAGES

o Street light

© No air pollution
o House supply : b
o Industrial power supply © We wouldn't have to worry as much about future
o Mobile charger energy sources

o People in poor country would have access to
electricity

o People can save money

o Land requirement is very less

DISADVANTAGES

As we know nothing is perfect In the world, so Is Solar
tree.

Here are some of its disadvantages

FUTURE OF SOLAR TREE CONCLUSION

o To [ulfils the inereusing energy demand the people
Gelling electrical power Instaniy o Saving ol land this project is very suceessful one

T Y o This can provide clectricity without any power cut
TR & problem

o Cost is high

) We tan charge sur elecirical vehicles and alse
o May cause hazards to the hirds and inseets earich ine environment wiih eco-Iriendly solar

= v il

o Hazards to evesight from ~olar reflecton=

M

REFERENCES
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Full Voltage Starting Method for Squirrel Cage induction Motor:

Direct on Line Starting Method

= This method Is also known as the DOL method for starting the three
phase squirrel cage Induction motor. In this method we directly switchthe
stator of the three phase squirrel cage Induction motor on to the supply

mains. The motor at the time of starting draws very high starting current

{about 5 to 7 times the full load current) for the very short duration. The

amount of current drawn by the motor depends upan its design and size.

But such a high value of current does not harm the motor because of
rugged construction of the squirrel cage Induction moto
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Reduced voltage method for starting squirrel cage induction motor:

In reduced voltage method we have three different type of starting method

and these are written below:

» Stator resistor startingmethod

# Auto transformer staring method

» Star delta starting method

» Now let us discuss each of these methaods in detail,

» Stator Resistor Starting Method
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# Induction machine is sometimes used as a generator. It is also called
Asynchronous Generator. What are the conditions when the poly phase
(here three phase) induction machine will behave as an induction
generator? The following are conditions when the induction machine will
behave as an induction generator are written below:

# Slip becomes negative due to this the rotor current and rotor emfattains
negative value,

v

The prime mover torque becomes oppasite to electric torque. Now let us
discuss how we can achieve these conditions. Suppose that an induction
machine is coupled with the prime mover whose speed can be controlled,
IF the speed of the prime mover is increased such that the slip becomes
negative (i.e. speed of the prime mover becomes greater than the
synchronous speed).

R 21 s g eyt BERE 1T 07

iil) Number of stator siots and conductors per slot
Considering the guide lines for selaction of number of slots
Selecung the number of slots/pole/phase = 3
Total number of slots = 3x 12 x 3 =108

Sior peich = nBY/S

=nx132/108

= 2 B4 om (guite satisfactory)

Numbes ol conductors per slol = 24727108 = J4
Hene e total number of conductors = 24 « 108 = 2592
Turns et phase = 2592/6 = 432
= Sotinasding
oad current = 500« 108/ (v H00) = 43.7 amps
*  Sar marhing = current g condu . Tor s number of conduoors/sior
- -4317s24
= = ] lE H | satwlactory)

-1 et V1 A e rtOY - TP SR
STETHe Ta 0 BBMEr. -t e te wma,  TheES: . W
¢ e o ltoar - LE + The <«
¥ s ted At eyl et wire s tenadfing
by TR st COae use” Pt e e e il bet 33
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> This type of generator is also known as self excited generator. Now
why it is called self excited? It is because it uses capacitor bank which
is cannected across its stator terminals

» The function of the capacitor bank is to provide the laggingreactive
power to the induction generator as well asfoad.

¥ The cumulative process of voltage generation continues till the

saturation curve of the induction generator cuts the capacitorload

line at some point. This point is marked as f in the givencurve.

-~ Speed control by changing applied voltage

= From the torque equation of the Induction machine given in egn.17, wecan
see that the torque depends on the sguare of the applied voltage. The
variation of speed torque curves with respect to the applied voltage is
shown in fig 18. These curves show that the slip at maximum torque s~
remams same, while the value of stall tarque comes down with decrease in
applied voltage. The speed range for stable operation re mains the same

~ Rator resistance control

* Forall s advantages, the scheme has two senous drawbacks, Firstly, in

order 10 vary the rolor resistance, it s necessary 10 connect external
variahle resistars [winding resistance «1self cannot be changed). This
theretore necessitates a shp-ring ma. ture since only i that case romos
termindls are available outside. For cage rotor machines, there are ro rutor
termnals Secandly, the method is not wery etlicent since the additional
resistyice and operation at lgh slips #ntals dissipation. ;

3 152
LBt g Ehc |
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Parallel Operation of Three Phase Transformer : 1

per * The Transformers connected in parallel must have same * As the phase shift between the secondary voltages of 3 A

polarity so that the resultant voltage around the local star/celta and defta/star transformers is 30°, They cannot =

loop is zero. With improper polarities there are chances of be connected i liel s

= The transformers are connected in parallel when load on dead short circuit FERC w_,
one of the transformers is more then it capacity

= Bur transformers with <30 and -30° phase shift can be
connected in parallel by reversing phass seguence of one a
* The relative phase displacements on the secondary sides of them f
of the three phase transformers to be connected in
parallel must be zera. The transformers with same phase
Eroup can be connected in parallel

= Therelizddny = increased with paraliel operation than to
zve singie larger unit.
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REPO RT
The session Was initiated by

Mr. K. KmtluLw an Assistant Professor/ECE.
tle ¢ :
“Xplained aboyt ARM Processor and its Applications and discuss about the
tollowing topics
*  ARM architecture
.

lnstruction set

e LPC2 14X-family

The timer unit

Pulse width modulation unit

* Block diagram of ARM 9

lhe session comes to an end with the explaining the overview of ARM
Processor and its Application.
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REPORT

The session  was  initiated

I MEA Rtk Rumar, Assistant
Professor/ECE. he explained about mbedded KRN densy prseaess and disouss

about the following topics

e Design model

e Design methodologics

e Design flows

e Requirement analysis

e Quality assurance techniques

e Designing with computing platform

The session comes 1o an end with the explaining the Qe ien of babeid

system design process and its Application.

ROV ECE

Scanned with CamScanner



MAM SCHOOL OF ENGINEERING

Sirug-.}nu r, Tiruchirappalli — 621 105.
Academic year (2019-2020) Even semester

Department of Electronics & Communication Engineering

Teacher Teach Teacher (TTT)
Date: 09-03-2020

Speaker:  Mr.A.Karthick kumar

Assistant professor—FElectronics and Communication Engineering

Staff attended:

1. Mrs.K.Umarani

2. Mr.G.Sathesh kumar
3. Mr.K.Karthikeyan
4. Mrs.Berbeth mary
5.Mrs.A.Subha pradha
6.Mr.Arumugasamy

7.Mr.K.Saravanan

Topic:
Embedded system design process

Venue:

Smart class

Date & Time:
o' march-20208&1.30 pm to 2.30 pm

**enclosure: Report _ %o |
S il
HOD/ECE “252'“’

Scanned with CamScanner




el
un The Acorn  Business  Computer (ABC) plan required that a number of second
de processors be made to work with the BBC Micro platform, but processors such as the Motorola
b 68000 and National Semiconductor 32016 were considered unsuitable, and the 6502 was not
s powerful enough for a graphics-based user interface.!"”!
3{; According to Sophie Wilson, all the [:mcessors tested at that time performed about the
= same, with about a 4 Mbit/second bandwidth.*")
After testing all available processors and finding them lacking, Acorn decided it needed a

new architecture. Inspired by papers from the Berkeley RISC project, Acorn considered
: designing its own processor.*'! A visit to the Western Design Center in Phoenix, where the 6502
irn. was being updated by what was effectively a single-person company, showed Acorn
t engineers Steve Furber and Sophie Wilson they did not need massive resources and state-of-the-
& art research and development facilities.*?!
ic Wilson developed the instruction set, writing a  simulation of the processor
¢ in BBC BASIC that ran on a BBC Micro with a 6502 second processor. ”*** This convinced
\ Acorn engineers they were on the right track. Wilson approached Acorn's CEO, Hermann

Hauser, and requested more resources. Hauser gave his approval and assembled a small team to
implement Wilson's model in hardware, [c/ton needed]

Acorn RISC Machine: ARM2[edit]

The official Acorn RISC Machine project started in October 1983, They chose VLSI
Technology as the silicon partner, as they were a source of ROMSs and custom chips for Acorn.
Wilson and Furber led the design. They implemented it with c¢fficiency principles similar to the
6502121 A key design goal was achieving low-latency input/output (interrupt) handling like the
6502. The 6502's memory access architecture had let developers produce fast machines without
costly direct memory access (DMA) hardware.

The first samples of ARM silicon worked properly when first received and tested on 26
April 1985.1%!

The first ARM application was as a second processor for the BBC Micro, where it helped
in developing simulation software to finish development of the support chips (VIDC, 10C.
MEMC), and sped up the CAD software used in ARM2 development. Wilson subsequently
rewrote BBC BASIC in ARM assembly language. The in-depth knowledge gained from
designing the instruction set enabled the code to be very dense, making ARM BBC BASIC an
extremely good test for any ARM emulator. The original aim of a principally ARM-based
computer was achieved in 1987 with the release of the Acorn Archimedes.™ In 1992, Acorn
once more won the Queen's Award for Technology for the ARM.
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ARM PROCESSOR

ARM, previously Advanced RISC Machine, originally Acorn RISC Machine, is 4
family of reduced instruction set computing (RISC) architectures for computer  processors,
configured for various environments. Arm Holdings develops the architecture and licenscs it to
other companies, who design their own products that implement one of those architectures—
including systems-on-chips (SoC) and systems-on-modules (SoM) that incorporate memory,
interfaces, radios, etc. It also designs cores that implement this instruction set and licenses these
designs to a number of companies that incorporate those core designs into their own products.

Processors that have a RISC architecture typically require fewer transistors than those
with a complex instruction set computing (CISC) architecture (such as the x86 processors found
in most personal computers), which improves cost, power consumption, and heat dissipation.
These characteristics are desirable for light, portable, battery-powered ~ devices—
including smartphones, laptops and tablet computers, and other embedded s_vstcms“"‘”'s]-—-but
are also useful for servers and desktops to some degree. For supercomputers. which consume
large amounts of electricity, ARM is also a power-efficient solution.!”!

Arm Holdings periodically releases updates to the architecture. Architecture versions
ARMv3 to ARMv7 support 32-bit address space (pre-ARMV3 chips, made before Arm Holdings
was formed. as used in the Acorn Archimedes, had 26-bit address space) and 32-bit arithmetic;
most architectures have 32-bit fixed-length instructions. The Thumb version supports a variable-
length instruction set that provides both 32- and 16-bit instructions for improved code density.
Some older cores can also provide hardware execution of Java bytecodes; and newer ones have
one instruction for JavaScript. Released in 2011, the ARMv8-A architecture added support for
a 64-bit address space and 64-bit arithmetic with its new 32-bit fixed-length instruction
set.!”! Some recent Arm CPUs have simultaneous multithreading (SMT) with e.g. Arm Neoverse
El being able to execute WO threads concurrently for improved aggregate throughput
performance. ARM Cortex-A63AE for automotive applications is also a multithreaded
processor, and has Dual Core Lock-Step for fault-tolerant designs (supporting Automotive Safety
Integrity Level D. the highest level). The Neoverse N1 is designed for "as few as 8 cores” or

"designs that scale from 64 to 128 N1 cores within a single coherent system"."!

With over 130 billion ARM processors prmlm:c:d.lt"“"’”‘”!IZI as of 2019, ARM is the most
widely used instruction set architecture (ISA) and the ISA  produced in the largest
quantity.'"’ 1I04105106) Cyrrently, the widely used Cortex cores. older "classic” cores, and
specialized SecurCore cores variants are available for each of these to include or exclude
optional capabilities. The British computer manufacturer Acorn Computers first developed the
Acorn RISC Machine architecture (ARM)! 2 i the 1980s to use in its personal computers. lts
first ARM-based products were coprocessor modules for the 6502B based BBC Micro series of
computers. After the successful BBC Micro computer, Acorn Computers considered how to
move on from the relatively simple MOS Technology 6302 processor to address business
markets like the one that was soon dominated by the IBM PC. launched in 1981.
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destination is found from database and displayed by the renderer. The system block
diagram may be refined into two block dingrams - hardware and software.

N System integration Afler the components are built, they are integrated. Bugs arc
typically found during the system integration. Good planning can help us to find the hl'rg.s
quickly. By debugging a few modules at a time, simple bugs can be uncovered. By fixing
the simple bugs carly, more complex or obscure bugs can be uncovered. System
integration is difficult because it usually uncovers problems. The debugging facilities for
embedded systems are usually much more limited than the desktop systems. Careful
attention is needed to insert appropriate debugging lacilitics during design which can help

to ease system integration problems.

Summary

In the Embedded system design process, information is first collected and refined
in the Requirement step. Specification uses the refined information to describe the
functions of the system which accurately reflects the customer's requirements and also
serves as the contract between the customer and the designer, The functions described by
the specification are implemented by the Architecture design, The architectural design
describes the components we need which will include both the hardware and software
components. After the components are built, they are integrated to get the final system.
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EMBEDDED SYSTEM DESIGN PROCESS

Design process steps: There are JitToremt seps IV bbadidad sastem design
process. These steps depend on the dovign meihiodoiog Pesien methodology
important for optimizing pertormuanee. St e cloping vompaiier aidad design wols, It

also makes communication between eam auboin canier. They are pyuirements
fing of components, and

gathering, specification formulation, architevhine e
UV R .‘.'\;:_'_|1 Process can

system integration. Figure T.Rteps in Dosign pravess 1w

be viewed as top down view and bortom up views Top dani view bewins with the most

abstract description of the system and conclindes With voviwivie Jetaily, Botoem “5‘ View
the

starts with components to build a system. Bomiom up doniai sieps aie shown in the figure

as dashed-line arrows. We need bottom ap desimn hacaue we Jdo not have perfect insight

yvout e mator svals of the desny an to

into how later stages of the design process will s out, The mian

be considered are @ o Manufacturing cost; @ Berformance (Baib overall speed and

deadlines) and @ Power consumption. The tasks wiieh naed 1o be pa formad at cach step
| t

are the following. ® We must analy 7¢ the dosign al each slep o fererming how we can
meet the specifications. @ We must then refine the dosan e add Jdotails. o We must
verify the design to ensure that it still meets all sysiem suals, such as cost, speed, and so
on. We will discuss each step of the design provess i detail. L Raquirements Informal
descriptions gathered from (he Customer are ANOWR as quitvma The requirements

are refined into a specification 1o begin the desipnma of the swstem architecture.
Requirements can be functional or non-functional rguirements, Functional requirements
need output as a function ot input, Non-functional roquitements includes performance,

cost, physical size, weight, and power const waption, Performanee may be a combination

of soft performance metrics such as approximate e to perform a user-level function
and hard deadlines by which a particular operation must be completad. Cost includes the
manufacturing. nonrecurring engineering(NREY and other costa of designing the system,
Physical size and weight are the physical aspavts of the final svstem, These can vary
greatly depending upon the application. Power consamption can be sps ecified in the
requirements stage in terms of battery life,
Architecture Design

The specification deseribes only the functions of the system. lmplementation of
the system is described by the Architecture. The architovture is a plan for the overall
structure of the system. It will be used later o design the components, The architecture
will be illustrated using block diagrams as shown Below, BExample: A basic block
diagram of the GPS system shows the major operations and the data flow among the
. GPS system data flow and operations Thig bloek diagram( tigure 3) s
soflware but combination

‘m where GPS receiver

blocks. Figure 3
an initial architecture that is not based cither on hardw are oron
of both. This block diagram explains about GPS navigating sysic

gets current position and the destination is taken from user, digital map for source to
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Introduction to Computer Integrated Manufacturing
(CIM)

1. FHexible Manufacturing System (FMS)
2. Variable Mission Mfg. (VMM)
3. Computerized Mfg. System (CMYS)

Four-Plan Concept of Manufacturing

Planning
= Process Planning
— Scheduling

Control
= Manufacturing Control
- Materials Management
Material Flow
- Material Handling
- Storage
/ Manufacturing Process
- Peaple
- Equipment
- Tools

CIM System discussed:

Computer Numerical Control (CNC)

Direct Numerical Control (DNC)

Computer Process Control

Computer Integrated Production Management
Automated Inspection Methods

Industrial Robots etc.

A CIM System consists of the following basic components:

I. Machine tools and related equipment
[1. Material Handling System (MHYS)
[11. Computer Control System

IV. Human factor/labor

CIMS Bene€fits:

1. Increased machine utilization

2. Reduced direct and indirect labor
3. Reduce mfg. lead time

4. Lower in process inventory

5. Scheduling flexibility

6. etc.



CIM refersto a production system that consists of :

1. A group of NC machines connected together by
2. An automated materials handling system
3. And operating under computer control

Why CIMS?
In Production Systems
Production N
Volumn Transfer ™
(part/yr) Lines
15,000 [~
CIM System
N
7/
Stand Alone
15 NC Machine
N
7/

Part Variety (# of different parts)

1. Transfer Lines: is very efficient when producing "identical” parts in large
volumes at high product rates.

2. Stand Alones NC machine: are ideally suited for variations in work part
configuration.

In Manufacturing Systems:

Production AN
Eggﬂ;gp) Special
15000 [ | System
Flexible
Manufacturing
System
Manfuacturing
15 Cell
| | | N
2 100 800 -

Part Variety (# of different parts)
1. Special Mfg. System: the least flexible CIM system. It is designed to produce a



very limited number of different parts (2 - 8).

2. Mfg. Cédll: the most flexible but generally has the lowest number of different parts
manufactured in the cell would be between 40 - 80. Annual production rates rough
from 200 - 500.

3. Flexible Mfg. System: A typical FM S will be used to process severa part families
with 4 to 100 different part numbers being the usual case.

Genera FMS

Conventional Approaches to Manufacturing

Conventional approaches to manufacturing have generally centered around machines
laid out in logical arrangementsin a manufacturing facility. These machine layouts
are classified by:

1. Function - Machines organized by function will typically perform the same
function, and the location of these departments relative to each other is normally

Mill department Drill department
I o N B L J L1 [ ]
L1 [ 1 [ L1 [ 1 |
Milling machines Drilling machines
I I I O 1]
Lathe department Grind department
[ ] [ | I | | | | | |
| ] 1 [ ]
Turning machines Grinding machines
3 3 1 ]

Machine layout by function.

arranged so as to minimize interdepartmental material handling. Workpiece
produced in functional layout departments and factories are generally manufactured
in small batches up to fifty pieces (agreat variety of parts).

. Line or flow layout - the arrangement of machines in the part processing order or
sequence required. A transfer line is an example of aline layout. Parts progressively
move from one machine to another in aline or flow layout by means of aroller
conveyor or through manual material handling. Typically, one or very few different
parts are produced on aline or flow type of layout, as al parts processed require the
same processing sequence of operations. All machining is performed in one
department, thereby minimizing interdepartmental material handling.

| mill | Roller

1  — 4 1
| Bore | Conveyor Drill | I I |Grind| | l
B |

Workpiece flow

Inspection
area

l Mill | Roller | Bore | Conveyor | orin | | [ [ | ”Grindl ]
— T | SNy e

Line or flow departments

Inspection
area

= : =
[pare ] orin | Grina
| queue | | queue |
L area | L area |
Workpiece flow
e ——T ———
| Part | Part |
| queue | m | queue i pe—
n
ol | area |

Line or low machine layout.




3. Cdll - It combines the efficiencies of both layouts into a single multi-functional unit.
It referred to as a group technology cell, each individual cell or department is
comprised of different machines that may not be identical or even similar. Each cell
is essentially afactory within afactory, and parts are grouped or arranged into
families requiring the same type of processes, regardless of processing order.
Cdlular layouts are highly advantageous over both function and line machine
layouts because they can eliminate complex material flow patterns and consolidate
material movement from machine to machine within the cell.

Boring Boring Milling Drilling
machine machine machine machine
Milling . Milling Drilling
machine Grinder machine machine

Grinder

g Grinder
machine [LLathe | | _Lathe |
_Part queue and Part queue and
inspection area inspection area
Cell Cell

Machine layout by cell based on part families to be processed

Manufacturing Cell

Four general categories:

1. Traditional stand-alone NC machinetool - is characterized as alimited-storage,
automatic tool changer and is traditionally operated on a one-to-one machine to
operator ratio. In many cased, stand-alone NC machine tools have been grouped
together in a conventional part family manufacturing cell arrangement and
operating on a one-to-one or two-to-one or three-to-one machine to operator ratio.

2. Single NC machine cell or mini-cell - is characterized by an automatic work
changer with permanently assigned work pallets or a conveyor-robot arm system
mounted to the front of the machine, plus the availability of bulk tool storage.
There are many machines with a variety of options, such as automatic probing,
broken tool detection, and high-pressure coolant control. The single NC machine
cell israpidly gaining in popularity, functionality, and affordability.

3. Integrated multi-machine cell - is made up of a multiplicity of metal-cutting
machine tools, typicaly all of the same type, which have a queue of parts, either
at the entry of the cell or in front of each machine. Multi-machine cells are either
serviced by a material-handling robot or parts are palletized in atwo- or
three-machine, in-line system for progressive movement from one machining



station to another.

FMS - sometimes referred to as a flexible manufacturing cell (FMC), is characterized
by multiple machines, automated random movement of palletize parts to and from
processing stations, and central computer control with sophisticated command-driven
software. The distinguishing characteristics of this cell are the automated flow of raw
material to the cell, complete machining of the part, part washing, drying, and
inspection with the cell, and removal of the finished part.

|. Machine Tools & Related Equipment

® Standard CNC machinetools
® Special purpose machine tools
® Tooling for these machines
® Inspection stations or specia inspection probes used with the machine tool
The Selection of Machine Tools
1. Part size
2. Part shape
3. Part variety
4. Product life cycle
5. Definition of function parts
6. Operations other than machining - assembly, inspection etc.

I1. Material Handling System

A. Theprimary work handling system - used to move parts between machine tools
in the CIMS. It should meet the following requirements.

1). Compatibility with computer control
I1). Provide random, independent movement of palletized work parts between

machine tools.
iii). Permit temporary storage or banking of work parts.
iv). Allow access to the machine tools for maintenance tool changing & so on.
V). Interface with the secondary work handling system
vi). etc.

B. The secondary work handling system - used to present partsto the individua
machine toolsin the CIMS.

1). Same asA (i).

ii). Same asA (iii)

iii). Interface with the primary work handling system

iv). Provide for parts orientation & location at each workstation for processing.



[11. Computer Control System - Control functions of afirm and the supporting

computing equipment

Control Function

Computing Equipment

Corporate Control Sugueryisor or
- Business Compu
£
A 3
a
v
=
Host _ 2
1 1 - n - Small Business Computer )
Plant Contro - Large Process Control Computer n;
i g
Satellite ]
Plant Floor 1 -] m 1 =1 m - Minicomputer =
Control - Microcomputer l
i = s - | ‘: l Control
Mo =Ll é é é E é é é - Microcomputer
Control Loop of a Manufacturing System
Mfg. resources
Mfg. methods
l Mfg. planning algorithms
Product Factory resources
d;gcg{iﬁon > Plannin Plans Y
. gl g Scheduling algorithms
Orders - Schedul Schedules
. cheaduling lMake[buy algorithms
Vendor ordgs
> Order re(ease Factory orders
‘Controi algorithms
Control pammeterg. Equipment performance
. ; Quality objectives
Product qual Contret Quality Planned productivity

Mfg. resources utilization

Customer quality dari Varification

-




I'V. Functions of the computer in a manufacturing organization

l Market (Customer) ]
P Ld

l. Sales {Marketing) Management 12. Shipping
Product development Personnel dept. Shipping documents
Planning Administration Customer billing

Statistics Control of the
shipped order
¥ 3 Ld

2. Submission of
quotations 11. Cost Accounting
Product pricing o Accounting for
Cooperation with production
cost accounting - by unit factory

COMPUTER SYSTEM cost
- proportioning and
allocation of
overhead

3. Production plan- - by cost centers
ning and control Mfg. information - total product
Long-and short- L] system ] cost
range planning Data base Close cooperation
Delivery date Financial with quotation ac-
Order scheduling Personnel tivities

Purchasing Recognition of dif-
l Catalogue ficulties when cost
Material deviates from cost

4. Order processing Manufacturing standards
(Servicing) Sales/Marketing Payroll calculation
Organizational [ Inventory in conjunction
processing of with personnel
order ¥

%

5. Design 10. Assembly
Computer-aided Computer- aided MTM
design (also data studies
for machine se- e Time calculation
quencing and part Assembly seguence-
programs) ing
Classification of Release for pur-
workpieces and chased parts
subassemblies o ¥
Creation of bill ’
of materials 9. Manufacturing

Adaptive control
NC control
[ Reporting of com-
pleted work orders
Payroll calcula-
tion
% F

6. Manufacturing pro- 7. Manufacturing 8. Material requirement
cess planning control planning
Raw material speci- Detailed sche- Inventory planning
fication duling of shop control
Process sequencing orders Order point and lead
Calculation of pro- Material sche- time control
cessing times duling Economical order
Material require- Machine allo- quantities
ment explosion cation {(mathe- vendor performance
Classification of [~ matical model- [
part families by ing)
characteristic fea- Feedback infor-
tures and completion mation
dates
Programming of NC
machines (automated
tool, feed, and
speed selection)

V. Functions of Computer in CIMS
1. Machine Control — CNC
Micro Computer Hardware Feedback
NC (Software Function (interface Machi
Programming & & Cac Ine
NC Program Storage Servo) > enter




2. Direct Numerical Control (DNC) - A manufacturing system in which a number of
m/c are controlled by a computer through direct connection & in real time.

Consists of 4 basic dements:

® Central computer

® Bulk memory (NC program storage)

® Telecommunication line

® Machinetools (up to 100)
Central Bulk memory
Computer (NC Program)

sends instructions & relieves data (etherne

(‘Satellit J \L v \
Bulk

Minicomputer | memory
N\

Tele-Communication Lines

m/c ] [ m/c ] ””” Up to 100 m/c tools

3. Production Control - This function includes decision on various parts onto the
system.
Decision are based on:
® red production rate/day for the various parts
® Number of raw work parts available
® Number of available palets

4. Traffic & Shuttle Control - Refersto the regulations of the primary & secondary
transportation systems which moves parts between workstation.
5. Work Handling System Monitoring - The computer must monitor the status of
each cart & /or pallet in the primary & secondary handling system.
6. Tool Control
® Keeping track of thetool at each station
® Monitoring of tool life

7. System Performance Monitoring & Reporting - The system computer can be
programmed to generate various reports by the management on system
performance.

® Utilization reports - summarize the utilization of individual workstation as well
as overall average utilization of the system.

® Production reports - summarize weekly/daily quantities of parts produced from
aCIMS (comparing scheduled production vs. actual production)

® Statusreports - instantaneous report "snapshot™ of the present conditions of the
CIMS.

® Tool reports - may include alisting of missing tool, tool-life status etc.



8. Manufacturing data base

Collection of independent data bases
Centralized data base

Interfaced data base

Distributed data base

' /’“‘»/ \

|' |Eg

/—"\_}A XM\ (

| Forecasting /.I
Master File

Engineering

Forecasting

\

Stress Analysis
Quality Control

Shop Floor Tool Design

Control

Production Srategy
The production strategy used by manufacturers is based on several factors; the two
most critical are customer lead time and manufacturing lead time.
Customer lead time identifies the maximum length of time that a typical customer is
willing to wait for the delivery of a product after an order is placed.
Manufacturing lead time identifies the maximum length of time between the receipt of
an order and the delivery of a finished product.
Manufacturing lead time and customer lead time must be matched. For example,
when anew car with specific optionsis ordered from a dealer, the customer iswilling
towait only afew weeks for delivery of the vehicle. As aresult, automotive
manufacturers must adopt a production strategy that permits the manufacturing
|ead-time to match the customer's needs.
The production strategies used to match the customer and manufacturer lead times are
grouped into four categories:

1. Engineer to order (ETO)

2. Maketo order (MTO)

3. Assembleto order (ATO)

4. Maketostock (MTYS)
Engineer to Order
A manufacturer producing in this category has a product that is either in the first stage
of the life-cycle curve or a complex product with a unique design produced in
single-digit quantities. Examples of ETO include construction industry products
(bridges, chemical plants, automotive production lines) and large products with
special options that are stationary during production (commercia passenger aircraft,
ships, high-voltage switchgear, steam turbines). Due to the nature of the product, the
customer is willing to accept a long manufacturing lead time because the engineering
design is part of the process.

Make to Order
The MTO technique assumes that all the engineering and design are complete and the
production process is proven. Manufacturers use this strategy when the demand is



unpredictable and when the customer |ead-time permits the production process to start
on receipt of an order. New residential homes are examples of this production strategy.
Some outline computer companies make personal computer to customer specifications,
so they followed MTO specifications.

Assemble to Order

The primary reason that manufacturers adopt the ATO strategy is that customer lead
time is less than manufacturing lead time. An example from the automotive industry
was used in the preceding section to describe this situation for line manufacturing
systems. This strategy is used when the option mix for the products can be forecast
statistically: for example, the percentage of four-door versus two-door automobiles
assembled per week. In addition, the subassemblies and parts for the final product are
carried in a finished components inventory, so the fina assembly schedule is
determined by the customer order. John Deere and General Motors are examples of
companies using this production strategy.

Make to Stock

MTS, is used for two reasons: (1) the customer lead time is less than the
manufacturing lead time, (2) the product has a set configuration and few options so
that the demand can be forecast accurately. If positive inventory levels (the store shelf
is never empty) for aproduct is an order-winning criterion, this strategy is used. When
this order-winning criterion is severe, the products are often stocked in distribution
warehouses located in major population centers. This option is often the last phase of
aproduct's life cycle and usually occurs at maximum production volume.

Manufacturing Enterprise (Organization)

® |n most manufacturing organizations the functional blocks can be found as:

® A CIM implementation affects every part of an enterprise; as aresult, every
block in the organizational model is affected.

Finance and management

ales i
Sand .| Product —| Production
D . design engineering
promotion g
Engineering
release
N \ A
@
g »| Manufacturing
§ planning -
o —1 and control
! »
2
~—{ Distribution Receiving [=—| &
Plant floor @
- Shipping |-

/ Quality -t

Support
organizations

Interface to all
functions ——]




Sales and Promotion
®  Thefundamental mission of sales and promotion (SP) isto create customers.
To achieve thisgoal, nine internal functions are found in many companies. sales,
customer service, advertising, product research and development, pricing,
packaging, public relations, product distribution, and forecasting.
sales and promotion interfaces with several other areas in the business:
® The customer services interface supports three major customer functions:
order entry, order changes, and order shipping and billing. The order change
interface usually involves changes in product specifications, changein
product quantity (ordered or available for shipment), and shipment dates and
reguirements.
® Salesand marketing provide strategic and production planning information to
the finance and management group, product specification and customer
feedback information to product design, and information for master
production scheduling to the manufacturing planning and control group.
Product/Process Definition Engineering
® Theunit includes product design, production engineering, and engineering
release.
® The product design provides three primary functions: (1) product design and
conceptualization, (2) material selection, and (3) design documentation.
® The production engineering area establishes three sets of standards: work,
process, and quality.
® The engineering rel ease area manages engineering change on every
production part in the enterprise. Engineering rel ease has the responsibility of
securing approvals from departments across the enterprise for changes made
in the product or production process.
Manufacturing Planning and Control (MPC)
® The manufacturing planning and control unit has a formal data and
information interface with several other units and departmentsin the
enterprise.
® The MPC unit has responsibility for:

1. Setting the direction for the enterprise by translating the management
plan into manufacturing terms. The trandation is smooth if
order-winning criteria were used to develop the management plan.

2. Providing detailed planning for material flow and capacity to support
the overall plan.

3. Executing these plans through detailed shop scheduling and purchasing
action.

MPC Model for Information Flow
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® |nterfaces with the shop floor unit are illustrated.

Manufacturing
planning
»1 and control

<« Distribution |- i Receiving [
Plant floor

Supplies

Customer

~ Shipping

/- Quality |-

Interface to all
functions




Support Organization
The support organizations, indicated vary significantly from firm to firm.
The functions most often included are security, personnel, maintenance,

human resource development, and computer services.

Basically, the support organization is responsible for al of the functions not
provided by the other model elements.

Production Sequence :one possibility for the flow required to bring a product to a
customer
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2 CHAPTER 1. INTRODUCTION

1.1 Introduction

Optimization is the act of achieving the best possible result under given circumstances.
In design, construction, maintenance, ..., engineers have to take decisions. The goal of all
such decisions is either to minimize effort or to maximize benefit.

The effort or the benefit can be usually expressed as a function of certain design variables.
Hence, optimization is the process of finding the conditions that give the maximum or the
minimum value of a function.

It is obvious that if a point 2* corresponds to the minimum value of a function f(z), the
same point corresponds to the maximum value of the function — f(z). Thus, optimization
can be taken to be minimization.

There is no single method available for solving all optimization problems efficiently. Hence,
a number of methods have been developed for solving different types of problems.
Optimum seeking methods are also known as mathematical programming techniques,
which are a branch of operations research. Operations research is coarsely composed
of the following areas.

e Mathematical programming methods. These are useful in finding the minimum of a
function of several variables under a prescribed set of constraints.

e Stochastic process techniques. These are used to analyze problems which are de-
scribed by a set of random variables of known distribution.

e Statistical methods. These are used in the analysis of experimental data and in the
construction of empirical models.

These lecture notes deal mainly with the theory and applications of mathematical program-
ming methods. Mathematical programming is a vast area of mathematics and engineering.
It includes

e calculus of variations and optimal control;

linear, quadratic and non-linear programming;

e geometric programming;

integer programming;

network methods (PERT);
e game theory.

The existence of optimization can be traced back to Newton, Lagrange and Cauchy. The
development of differential methods for optimization was possible because of the contri-
bution of Newton and Leibnitz. The foundations of the calculus of variations were laid by
Bernoulli, Euler, Lagrange and Weierstrasse. Constrained optimization was first studied
by Lagrange and the notion of descent was introduced by Cauchy.
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Despite these early contributions, very little progress was made till the 20th century, when
computer power made the implementation of optimization procedures possible and this in
turn stimulated further research methods.

The major developments in the area of numerical methods for unconstrained optimization
have been made in the UK. These include the development of the simplex method (Dantzig,
1947), the principle of optimality (Bellman, 1957), necessary and sufficient conditions of
optimality (Kuhn and Tucker, 1951).

Optimization in its broadest sense can be applied to solve any engineering problem, e.g.

e design of aircraft for minimum weight;

e optimal (minimum time) trajectories for space missions;

e minimum weight design of structures for earthquake;

e optimal design of electric networks;

e optimal production planning, resources allocation, scheduling;
e shortest route;

e design of optimum pipeline networks;

e minimum processing time in production systems;

e optimal control.

1.2 Statement of an optimization problem

An optimization, or a mathematical programming problem can be stated as follows.
Find

= (zt 22 ... z")
which minimizes
f(x)

subject to the constraints

gj(z) <0 (1.1)
forj=1,...,m, and

li(z) =0 (1.2)
for j=1,...,p.

The variable x is called the design vector, f(z) is the objective function, g;(x) are the
inequality constraints and [;(z) are the equality constraints. The number of variables n
and the number of constraints p + m need not be related. If p + m = 0 the problem is
called an unconstrained optimization problem.
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9,=0

Infeasible region

9;=0

Figure 1.1: Feasible region in a two-dimensional design space. Only inequality constraints
are present.

1.2.1 Design vector

Any system is described by a set of quantities, some of which are viewed as variables
during the design process, and some of which are preassigned parameters or are imposed
by the environment. All the quantities that can be treated as variables are called design
or decision variables, and are collected in the design vector x.

1.2.2 Design constraints

In practice, the design variables cannot be selected arbitrarily, but have to satisfy certain
requirements. These restrictions are called design constraints. Design constraints may
represent limitation on the performance or behaviour of the system or physical limita-
tions. Consider, for example, an optimization problem with only inequality constraints,
i.e. gj(x) < 0. The set of values of x that satisfy the equations g;(x) = 0 forms a hypersur-
face in the design space, which is called constraint surface. In general, if n is the number
of design variables, the constraint surface is an n — 1 dimensional surface. The constraint
surface divides the design space into two regions: one in which g;(x) < 0 and one in which
gj(x) > 0. The points « on the constraint surface satisfy the constraint critically, whereas
the points x such that g;(x) > 0, for some j, are infeasible, i.e. are unacceptable, see
Figure 1.1.

1.2.3 Objective function

The classical design procedure aims at finding an acceptable design, i.e. a design which
satisfies the constraints. In general there are several acceptable designs, and the purpose
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Figure 1.2: Design space, objective functions surfaces, and optimum point.

of the optimization is to single out the best possible design. Thus, a criterion has to be
selected for comparing different designs. This criterion, when expressed as a function of
the design variables, is known as objective function. The objective function is in general
specified by physical or economical considerations. However, the selection of an objective
function is not trivial, because what is the optimal design with respect to a certain criterion
may be unacceptable with respect to another criterion. Typically there is a trade off
performance—cost, or performance-reliability, hence the selection of the objective function
is one of the most important decisions in the whole design process. If more than one
criterion has to be satisfied we have a multiobjective optimization problem, that may
be approximately solved considering a cost function which is a weighted sum of several
objective functions.

Given an objective function f(x), the locus of all points x such that f(x) = ¢ forms a
hypersurface. For each value of ¢ there is a different hypersurface. The set of all these
surfaces are called objective function surfaces.

Once the objective function surfaces are drawn, together with the constraint surfaces, the
optimization problem can be easily solved, at least in the case of a two dimensional decision
space, as shown in Figure 1.2. If the number of decision variables exceeds two or three,
this graphical approach is not viable and the problem has to be solved as a mathematical
problem. Note however that more general problems have similar geometrical properties of
two or three dimensional problems.
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Figure 1.3: Electrical bridge network.

1.3 Classification of optimization problems

Optimization problem can be classified in several ways.

e Existence of constraints. An optimization problem can be classified as a constrained
or an unconstrained one, depending upon the presence or not of constraints.

e Nature of the equations. Optimization problems can be classified as linear, quadratic,
polynomial, non-linear depending upon the nature of the objective functions and the
constraints. This classification is important, because computational methods are
usually selected on the basis of such a classification, .e. the nature of the involved
functions dictates the type of solution procedure.

e Admissible values of the design variables. Depending upon the values permitted
for the design variables, optimization problems can be classified as integer or real
valued, and deterministic or stochastic.

1.4 Examples

Example 1 A travelling salesman has to cover n towns. He plans to start from a partic-
ular town numbered 1, visit each one of the other n — 1 towns, and return to the town 1.
The distance between town ¢ and j is given by d;;. How should he select the sequence in
which the towns are visited to minimize the total distance travelled?

Example 2 The bridge network in Figure 1.3 consists of five resistors R;, i = 1,...,5.
Let I, be the current through the resistance R;, find the values of R; so that the total
dissipated power is minimum. The current I; can vary between the lower limit [, and the
upper limit I; and the voltage drop V; = R;I; must be equal to a constant c;.

Example 3 A manufacturing firm produces two products, A and B, using two limited
resources, 1 and 2. The maximum amount of resource 1 available per week is 1000 and the
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Article type w; Vi G
1 4 9 5
2 8 7 6
3 2 4 3

Table 1.1: Properties of the articles to load.

maximum amount of resource 2 is 250. The production of one unit of A requires 1 unit of
resource 1 and 1/5 unit of resource 2. The production of one unit of B requires 1/2 unit
of resource 1 and 1/2 unit of resource 2. The unit cost of resource 1 is 1 —0.0005u;, where
w1 is the number of units of resource 1 used. The unit cost of resource 2 is 3/4 — 0.0001us,
where ug is the number of units of resource 2 used. The selling price of one unit of A is

2 —0.005z4 — 0.0001zp
and the selling price of one unit of B is
4 —0.002z4 — 0.01zp,

where x4 and zp are the number of units of A and B sold. Assuming that the firm is able
to sell all manufactured units, maximize the weekly profit.

Example 4 A cargo load is to be prepared for three types of articles. The weight, w;,
volume, v;, and value, ¢;, of each article is given in Table 1.1.

Find the number of articles x; selected from type i so that the total value of the cargo is
maximized. The total weight and volume of the cargo cannot exceed 2000 and 2500 units
respectively.

Example 5 There are two types of gas molecules in a gaseous mixture at equilibrium. It
is known that the Gibbs free energy

G(x) = crz' + epx? + xtlog(a! Jxr) + 2Plog(a? /xr),

with 7 = 2! + 22 and ¢;, ¢o known parameters depending upon the temperature and
pressure of the mixture, has to be minimum in these conditions. The minimization of
G(x) is also subject to the mass balance equations:

zla; + 2%a;p = by,

for ¢ = 1,...,m, where m is the number of atomic species in the mixture, b; is the total
weight of atoms of type i, and a;; is the number of atoms of type ¢ in the molecule of type
j. Show that the problem of determining the equilibrium of the mixture can be posed as
an optimization problem.
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2.1 Introduction

Several engineering, economic and planning problems can be posed as optimization prob-
lems, i.e. as the problem of determining the points of minimum of a function (possibly in
the presence of conditions on the decision variables). Moreover, also numerical problems,
such as the problem of solving systems of equations or inequalities, can be posed as an
optimization problem.

We start with the study of optimization problems in which the decision variables are
defined in IR™: unconstrained optimization problems. More precisely we study the problem
of determining local minima for differentiable functions. Although these methods are
seldom used in applications, as in real problems the decision variables are subject to
constraints, the techniques of unconstrained optimization are instrumental to solve more
general problems: the knowledge of good methods for local unconstrained minimization is
a necessary pre-requisite for the solution of constrained and global minimization problems.
The methods that will be studied can be classified from various points of view. The
most interesting classification is based on the information available on the function to be
optimized, namely

e methods without derivatives (direct search, finite differences);

e methods based on the knowledge of the first derivatives (gradient, conjugate direc-
tions, quasi-Newton);

e methods based on the knowledge of the first and second derivatives (Newton).

2.2 Definitions and existence conditions

Consider the optimization problem:

Problem 1 Minimize
f(z) subject to x € F

in which f : R™ — IR and" F C IR™.
With respect to this problem we introduce the following definitions.

Definition 1 A point x € F is a global minimum? for the Problem 1 if

flx) < fy)

forally € F.
A point © € F is a strict (or isolated) global minimum (or minimiser) for the Problem 1
if

flx) < fy)

!The set F may be specified by equations of the form (1.1) and/or (1.2).
2 Alternatively, the term global minimiser can be used to denote a point at which the function f attains
its global minimum.
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forally € F and y # x.
A point x € F is a local minimum (or minimiser) for the Problem 1 if there exists p > 0
such that

f(x) < fy)

for all y € F such that ||y — z|| < p.
A point x € F is a strict (or isolated) local minimum (or minimiser) for the Problem 1 if
there exists p > 0 such that

flx) < f(y)
for all y € F such that ||y — z|| < p and y # x.

Definition 2 If x € F is a local minimum for the Problem 1 and if x is in the interior
of F then x is an unconstrained local minimum of f in F.

The following result provides a sufficient, but not necessary, condition for the existence of
a global minimum for Problem 1.

Proposition 1 Let f: IR"™ — IR be a continuous function and let F C IR™ be a compact
set3. Then there exists a global minimum of f in F.

In unconstrained optimization problems the set F coincides with IR", hence the above
statement cannot be used to establish the existence of global minima. To address the
existence problem it is necessary to consider the structure of the level sets of the function
f. See also Section 1.2.3.

Definition 3 Let f : IR" — IR. A level set of f is any non-empty set described by
Lio)={r € R" : f(z)<al},
with a € IR.

For convenience, if ¢ € IR" we denote with L the level set L£(f(z¢)). Using the concept
of level sets it is possible to establish a simple sufficient condition for the existence of
global solutions for an unconstrained optimization problem.

Proposition 2 Let f: IR™ — IR be a continuous function. Assume there exists xg € IR"
such that the level set Lo is compact. Then there exists a point of global minimum of f in

R".

Proof. By Proposition 1 there exists a global minimum =z, of f in Lo, i.e. f(xx) < f(z) for
all x € Lo. However, if x & Ly then f(x) > f(zo) > f(x4), hence z, is a global minimum
of f in IR". <

It is obvious that the structure of the level sets of the function f plays a fundamental
role in the solution of Problem 1. The following result provides a necessary and sufficient
condition for the compactness of all level sets of f.

3 A compact set is a bounded and closed set.
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Proposition 3 Let f : IR™ — IR be a continuous function. All level sets of f are compact
if and only if for any sequence {x} one has

lim ||zg|| =00 = lim f(z) = oo.
k—o00 k—o00

Remark. In general x;, € IR, namely

T
T}
T = . )
n
Tk
i.e. we use superscripts to denote components of a vector. <o

A function that satisfies the condition of the above proposition is said to be radially
unbounded.

Proof. We only prove the necessity. Suppose all level sets of f are compact. Then,
proceeding by contradiction, suppose there exist a sequence {z} such that limy_ [|zx|| =
oo and a number v > 0 such that f(zy) <y < oo for all k. As a result

{ze} C L(7)-
However, by compactness of £(7y) it is not possible that limy_, . ||| = co. q
Definition 4 Let f : IR"™ — IR. A vector d € IR" is said to be a descent direction for f
in x, if there exists § > 0 such that
[+ Ad) < f(xy),
for all X € (0,9).

If the function f is differentiable it is possible to give a simple condition guaranteeing that
a certain direction is a descent direction.

Proposition 4 Let f : IR — IR and assume* Vf exists and is continuous. Let x, and d
be given. Then, if V f(x.)'d < 0 the direction d is a descent direction for f at x,.

Proof. Note that Vf(xy)'d is the directional derivative of f (which is differentiable by
hypothesis) at z, along d, i.e.

’ . [z + Ad) = f(zy)
Vi@)d= ,\lgng A

9

4We denote with Vf the gradient of the function f, i.e. Vf = [%,--~, aaxﬁ]’. Note that Vf is a
column vector.
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f increasing

f(x) = f(xp) > f(x))

f(x) = fxp) > f(x)

f(x) = (xx)
anti-gradient

descent direction

Figure 2.1: Geometrical interpretation of the anti-gradient.

and this is negative by hypothesis. As a result, for A > 0 and sufficiently small
f(e+ Ad) = f(zs) <0,
hence the claim. 4

The proposition establishes that if V f(x,)'d < 0 then for sufficiently small positive dis-
placements along d and starting at =, the function f is decreasing. It is also obvious that
if Vf(x,)'d >0, dis a direction of ascent, i.e. the function f is increasing for sufficiently
small positive displacements from x, along d. If V f(z,)'d = 0, d is orthogonal to V f(xzy)
and it is not possible to establish, without further knowledge on the function f, what is
the nature of the direction d.

From a geometrical point of view (see also Figure 2.1), the sign of the directional derivative
V f(z,)'d gives information on the angle between d and the direction of the gradient at
Ty, provided Vf(xzy) # 0. If Vf(z,)'d > 0 the angle between Vf(z,) and d is acute. If
Vf(z.)d < 0 the angle between V f(x,) and d is obtuse. Finally, if V f(x)'d = 0, and
Vf(z,) # 0, Vf(xzy) and d are orthogonal. Note that the gradient V f(z), if it is not
identically zero, is a direction orthogonal to the level surface {z : f(z) = f(z4)} and it is
a direction of ascent, hence the anti-gradient —V f(x,) is a descent direction.

Remark. The scalar product 2’y between the two vectors z and y can be used to define
the angle between = and y. For, define the angle between x and y as the number 6 € [0, 7]
such that®

'y

cosf) = ————.
Izl ellylle

If 2y = 0 one has cos® = 0 and the vectors are orthogonal, whereas if  and y have the
same direction, i.e. x = Ay with A > 0, cos§ = 1. o

®||z||z denotes the Euclidean norm of the the vector z, i.e. ||z||z = Va'z.
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We are now ready to state and prove some necessary conditions and some sufficient con-
ditions for a local minimum.

Theorem 1 [First order necessary condition] Let f : IR™ — IR and assume V f exists and
is continuous. The point x, is a local minimum of f only if

Vf(ili‘*) - 0.
Remark. A point z, such that V f(z,) = 0 is called a stationary point of f. o

Proof. If Vf(xy) # 0 the direction d = —V f(z,) is a descent direction. Therefore, in a
neighborhood of x, there is a point =, + Ad = z, — AV f(z,) such that

f(ze = AV f(4)) < f(z4),

and this contradicts the hypothesis that x, is a local minimum. N

Theorem 2 [Second order necessary condition] Let f : IR® — IR and assume® V2f exists
and is continuous. The point x, is a local minimum of f only if

Vf(fl’*) =0

and

x’VQf(x*)x >0
for all x € IR™.

Proof. The first condition is a consequence of Theorem 1. Note now that, as f is two
times differentiable, for any x # x4 one has

Fn +A2) = F(22) + AV f (@) + %)\Qx’VQ F@)z + Blaw, Az),

where Ble. M)
) Ty AT
lim % =0,
A—0 AZ||z|
or what is the same (note that z is fixed)
. Ty AT
lim 5(*7,2) = 0.
A—0 A
5We denote with V2 f the Hessian matrix of the function f, i.e.
oy .. _9%r
Ox1oal ozloxm
oy 9%
dxm ozl Oz ox™

Note that V2f is a square matrix and that, under suitable regularity conditions, the Hessian matrix is
symmetric.
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Moreover, the condition V f(x,) = 0 yields

f(oy 4+ Ax) — f(24)

B4, A\T)
A2 '

)\2

= %x’VQf(x*)x + (2.1)

However, as z, is a local minimum, the left hand side of equation (2.1) must be non-
negative for all A sufficiently small, hence

1,9 B2y, A\T)
5:):’V f({l?*)ilf + T Z 0,
and ) Bles M) )
. 172 Ly AL 72
- PAO 7)) 2 >
)1\13%) <2xV flzo)z + 2 > 290V flzo)x >0,
which proves the second condition. N

Theorem 3 (Second order sufficient condition) Let f : IR" — IR and assume V2f
erists and is continuous. The point xy is a strict local minimum of f if

Vf(flf*) =0

and
2'V2f(z)z >0

for all non-zero x € IR™.

Proof. To begin with, note that as V2f(z,) > 0 and V2f is continuous, then there is a
neighborhood €2 of x, such that for all y €

V2 f(y) > 0.

Consider now the Taylor series expansion of f around the point z,, ¢.e.

Fl) = £ + V@) (g = 2 + 50— 2 TFE 2.,

where £ =z, + 0(y — x), for some 6 € [0, 1]. By the first condition one has
1
F(y) = (@) + 5y = 2) VA — 2),
and, for any y € Q such that y # z,,

fy) > f(z.),

which proves the claim. N

The above results can be easily modified to derive necessary conditions and sufficient con-
ditions for a local maximum. Moreover, if z, is a stationary point and the Hessian matrix
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Figure 2.2: A saddle point in IR?.

V2f(x,) is indefinite, the point z, is neither a local minimum neither a local maximum.
Such a point is called a saddle point (see Figure 2.2 for a geometrical illustration).

If z, is a stationary point and V2f(z,) is semi-definite it is not possible to draw any
conclusion on the point z, without further knowledge on the function f. Nevertheless, if

n = 1 and the function f is infinitely times differentiable it is possible to establish the
following necessary and sufficient condition.

Proposition 5 Let f : IR — IR and assume f is infinitely times differentiable. The point
Zy 18 a local minimum if and only if there exists an even integer r > 1 such that

dkf(x*) —0
dzk
fork=1,2,...,r—1 and
d" f(z4)
0.
dx” >

Necessary and sufficient conditions for n > 1 can be only derived if further hypotheses on
the function f are added, as shown for example in the following fact.

Proposition 6 (Necessary and sufficient condition for convex functions) Let f:
IR™ — IR and assume V f exists and it is continuous. Suppose f is convex, i.e.

fy) = f(@) = V@) (y— =) (2.2)

for allz € R™ and y € IR™. The point x, is a global minimum if and only if V f(z,) = 0.
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Proof. The necessity is a consequence of Theorem 1. For the sufficiency note that, by
equation (2.2), if Vf(xy) = 0 then

fly) = (),
for all y € IR™. <

From the above discussion it is clear that to establish the property that z,, satisfying
Vf(zs) = 0, is a global minimum it is enough to assume that the function f has the
following property: for all x and y such that

V@) (y—x)=0

one has
fly) = f(z).

A function f satisfying the above property is said pseudo-convex. Note that a differentiable
convex function is also pseudo-convex, but the opposite is not true. For example, the
function z + 23 is pseudo-convex but it is not convex. Finally, if f is strictly convex or
strictly pseudo-convex the global minimum (if it exists) is also unique.

2.3 General properties of minimization algorithms

Consider the problem of minimizing the function f : IR™ — IR and suppose that V f and
V2 f exist and are continuous. Suppose that such a problem has a solution, and moreover
that there exists xg such that the level set

L(f(x0)) ={x € R" : f(x) < f(xo)}

is compact.
General unconstrained minimization algorithms allow only to determine stationary points
of f, i.e. to determine points in the set

Q={xeR" : Vf(z)=0}.

Moreover, for almost all algorithms, it is possible to exclude that the points of 2 yielded
by the algorithm are local maxima. Finally, some algorithms yield points of {2 that satisfy
also the second order necessary conditions.

2.3.1 General unconstrained minimization algorithm

An algorithm for the solution of the considered minimization problem is a sequence {zy},
obtained starting from an initial point xy, having some convergence properties in relation
with the set Q2. Most of the algorithms that will be studied in this notes can be described
in the following general way.

1. Fix a point zg € IR™ and set k = 0.
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2. If x, € Q STOP.
3. Compute a direction of research d € IR"™.
4. Compute a step ai € IR along dy.

5. Let xp11 = xp + apdy. Set k =k + 1 and go back to 2.

The existing algorithms differ in the way the direction of research dj is computed and
on the criteria used to compute the step ai. However, independently from the particular
selection, it is important to study the following issues:

e the existence of accumulation points for the sequence {x};
e the behavior of such accumulation points in relation with the set €2;

e the speed of convergence of the sequence {x} to the points of Q.

2.3.2 Existence of accumulation points

To make sure that any subsequence of {x} has an accumulation point it is necessary to
assume that the sequence {xj} remains bounded, i.e. that there exists M > 0 such that
|lzk|| < M for any k. If the level set L(f(zp)) is compact, the above condition holds if
{zi} € L(f(z0)). This property, in turn, is guaranteed if

f(@r1) < fzg),

for any k such that x; ¢ Q. The algorithms that satisfy this property are denominated
descent methods. For such methods , if £(f(z¢)) is compact and if V f is continuous one
has

e {z;} € L(f(x0)) and any subsequence of {z;} admits a subsequence converging to
a point of L(f(x0));

e the sequence {f(x3)} has a limit, i.e. there exists f € IR such that
lim f(zg) = f;
k—o00

e there always exists an element of Q in £(f(x0)). In fact, as f has a minimum in
L(f(xg)), this minimum is also a minimum of f in IR"™. Hence, by the assumptions
of Vf, such a minimum must be a point of €.

Remark. To guarantee the descent property it is necessary that the research directions dy,
be directions of descent. This is true if

Vf(xk.)'dk. < 0,
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for all k. Under this condition there exists an interval (0, a,] such that

[z + ady) < f(xr),

for any a € (0, ay]. o

Remark. The existence of accumulation points for the sequence {z}} and the convergence
of the sequence {f(xr)} do not guarantee that the accumulation points of {z}} are local
minima of f or stationary points. To obtain this property it is necessary to impose further
restrictions on the research directions dj and on the steps ay. o

2.3.3 Condition of angle

The condition which is in general imposed on the research directions dj is the so-called
condition of angle, that can be stated as follows.

Condition 1 There exists € > 0, independent from k, such that
V(@) de < —€l| V() lldxll,

for any k.

From a geometric point of view the above condition implies that the cosine of the angle
between dj, and —V f(xy) is larger than a certain quantity. This condition is imposed to
avoid that, for some k, the research direction is orthogonal to the direction of the gradient.
Note moreover that, if the angle condition holds, and if V f(z)) # 0 then dj is a descent
direction. Finally, if V f(zy) # 0, it is always possible to find a direction dj, such that the
angle condition holds. For example, the direction dy = —V f(xy) is such that the angle
condition is satisfied with € = 1.

Remark. Let {By} be a sequence of matrices such that
ml < B, < MI,

for some 0 < m < M, and for any k, and consider the directions
dp = =BV f(zy,).

Then a simple computation shows that the angle condition holds with e = m/M. o

The angle condition imposes a constraint only on the research directions d;. To make
sure that the sequence {x}} converges to a point in €2 it is necessary to impose further
conditions on the step ai, as expressed in the following statements.

Theorem 4 Let {x} be the sequence obtained by the algorithm
Tht1 = Tk + pdy,

for k> 0. Assume that
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(H1) V[ is continuous and the level set L(f(xp)) is compact.

(H2) There exists € > 0 such that
Vi(xr) de < =€V £ (xr)[lldr ],
for any k > 0.

(H3) f(zr41) < f(zx) for any k > 0.

(H4) The property

V() dy

lim =0

k—oo ||dgl
holds.

Then
(C1) {z} € L(f(x0)) and any subsequence of {x} has an accumulation point.

(C2) {f(xy)} is monotonically decreasing and there ewists f such that

kllrgof(xk) =/

(C3) {Vf(x)} is such that
Tim [V f(z)| = 0.

(C4) Any accumulation point T of {xy} is such that V f(z) = 0.

Proof. Conditions (C1) and (C2) are a simple consequence of (H1) and (H3). Note now
that (H2) implies
|V f (k)" dy]

for all k. As a result, and by (H4),

IVf(zn)dil _
e

hence (C3) holds. Finally, let Z be an accumulation point of the sequence {x}, i.e. there
is a subsequence that converges to . For such a subsequence, and by continuity of f, one
has

klim |V f(zg)] < klim

Jim Vf(z) = V@),

and, by (C3),
Vf(z)=0,

which proves (C4). q
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Remark. Theorem 4 does not guarantee the convergence of the sequence {zj} to a unique
accumulation point. Obviously {z} has a unique accumulation point if either QNL(f (o))
contains only one point or x,y € QN L(f(zp)), with x # y implies f(z) # f(y). Finally,
if the set Q@ N L(f(zo)) contains a finite number of points, a sufficient condition for the
existence of a unique accumulation point is

lim ||zg41 — x| = 0.
k—o00

Remark. The angle condition can be replaced by the following one. There exists n > 0
and ¢ > 0, both independent from k, such that

Vf(zr) de < =V f(xp)|19]|dr].

<&

The result illustrated in Theorem 4 requires the fulfillment of the angle condition or of a
similar one, i.e. of a condition involving Vf. In many algorithms that do not make use
of the gradient it may be difficult to check the validity of the angle condition, hence it is
necessary to use different conditions on the research directions. For example, it is possible
to replace the angle condition with a property of linear independence of the research
directions.

Theorem 5 Let {x} be the sequence obtained by the algorithm
Tp1 = T + apdy,
for k> 0. Assume that
e V2f is continuous and the level set L(f(x¢)) is compact.

o There exist o > 0, independent from k, and kg > 0 such that, for any k > kg the
matriz P, composed of the columns

di, di+1 d+n—1
il ldesall” 7 Nldktn—all’
1s such that
|det P| > o.

o limy oo [|p41 — il = 0.

o f(xgy1) < f(xg) for any k > 0.

e The property S
L) ak
k—oo ||dy]|

holds.
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Then
o {z1} € L(f(x0)) and any subsequence of {xx} has an accumulation point.

o {f(x1)} is monotonically decreasing and there exists f such that

kllrgof(xk) =/

o Any accumulation point T of {xy} is such that V f(Z) = 0.

Moreover, if the set QN L(f(x0)) is composed of a finite number of points, the sequence
{zr} has a unique accumulation point.

2.3.4 Speed of convergence

Together with the property of convergence of the sequence {xy} it is important to study
also the speed of convergence. To study such a notion it is convenient to assume that {xy}
converges to a point xy.

If there exists a finite k& such that xj = z, then we say that the sequence {xj} has finite
convergence. Note that if {x} is generated by an algorithm, there is a stopping condition
that has to be satisfied at step k.

If 2, # x, for any finite k, it is possible (and convenient) to study the asymptotic properties
of {xr}. One criterion to estimate the speed of convergence is based on the behavior of
the error & = ||z — ||, and in particular on the relation between ;41 and &.

We say that {x} has speed of convergence of order p if

) Ert1
klggo< & ) =G

with p > 1 and 0 < C}, < co. Note that if {z;} has speed of convergence of order p then

. Ept1

1 =
et < &l 0
lim (é‘k;l) = 00,
k—o0 5k

if ¢ > p. Moreover, from the definition of speed of convergence, it is easy to see that if
{zx} has speed of convergence of order p then, for any € > 0 there exists ko such that

if 1 <g < p, and

Ert1 < (Cp + €)EY,

for any k > k.

In the cases p = 1 or p = 2 the following terminology is often used. If p=1and 0 < C; <1
the speed of convergence is linear; if p = 1 and C7 > 1 the speed of convergence is sublinear;
if



2.4. LINE SEARCH 23

the speed of convergence is superlinear, and finally if p = 2 the speed of convergence is
quadratic.

Of special interest in optimization is the case of superlinear convergence, as this is the kind
of convergence that can be established for the efficient minimization algorithms. Note that
if 2 has superlinear convergence to z, then

e
k—oo ka—x*H

Remark. In some cases it is not possible to establish the existence of the limit

) Ekt1
klggo< &l ) '

In these cases an estimate of the speed of convergence is given by

Qp = limsup <ngqu> .
k—o00 gk

2.4 Line search

A line search is a method to compute the step «; along a given direction dj. The choice
of ay, affects both the convergence and the speed of convergence of the algorithm. In any
line search one considers the function of one variable ¢ : IR — IR defined as

¢la) = flar + ady) — (k).
The derivative of ¢(a)) with respect to « is given by
$(a) = Vf(zy, + ady,)'dy

provided that Vf is continuous. Note that V f(xp 4+ ady)'dy describes the slope of the
tangent to the function ¢(«), and in particular

$(0) = V f(w1,)'di

coincides with the directional derivative of f at xj along dy.
From the general convergence results described, we conclude that the line search has to
enforce the following conditions

f(@rt1) < flog)

/
i V@) de
e
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and, whenever possible, also the condition
lim ||zg41 — x| = 0.
k—o00
To begin with, we assume that the directions dj are such that
Vf(xk)’dk <0
for all k, i.e. dj, is a descent direction, and that it is possible to compute, for any fixed =,
both f and Vf. Finally, we assume that the level set £(f(z¢)) is compact.

2.4.1 Exact line search

The exact line search consists in finding «j such that

(o) = f(xr + ardy) — f(zr) < fzg + ady) — f(zr) = ()

for any a > 0. Note that, as dj is a descent direction and the set

{ae RT : ¢(a) < $(0)}

is compact, because of compactness of L£(f(z¢)), there exists an oy that minimizes ¢(«).
Moreover, for such o one has

d(ay) = V (g + apdy)'dx = 0,

i.e. if ay; minimizes ¢(«) the gradient of f at xy + axdy is orthogonal to the direction d.
From a geometrical point of view, if cy; minimizes ¢(«) then the level surface of f through
the point x + apdy is tangent to the direction dy at such a point. (If there are several
points of tangency, «y is the one for which f has the smallest value).

The search of «y that minimizes ¢ () is very exzpensive, especially if f is not convex. More-
over, in general, the whole minimization algorithm does not gain any special advantage
from the knowledge of such optimal ay. 1t is therefore more convenient to use approximate
methods, i.e. methods which are computationally simple and which guarantee particular
convergence properties. Such methods are aimed at finding an interval of acceptable values
for ay, subject to the following two conditions

e oy has to guarantee a sufficient reduction of f;

e oy has to be sufficiently distant from 0, i.e. zp + aid has to be sufficiently away
from xy.

2.4.2 Armijo method

Armijo method was the first non-exact linear search method.
Let a >0, 0 € (0,1) and « € (0,1/2) be given and define the set of points

A={a€R : a=ad’, j=0,1,...}.
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Figure 2.3: Geometrical interpretation of Armijo method.

Armijo method consists in finding the largest o € A such that

o) = f(a +ady) = f(2r) <oV (o) d; = 706(0).
Armijo method can be implemented using the following (conceptual) algorithm.
Step 1. Set o = a.

Step 2. If
flax +ady) — f(xg) < vaVf(ag)dy,
set ap = a and STOP. Else go to Step 3.

Step 3. Set o = o, and go to Step 2.

From a geometric point of view (see Figure 2.3) the condition in Step 2 requires that ay,
is such that ¢(ay) is below the straight line passing through the point (0, ¢(0)) and with
slope 7$(0). Note that, as v € (0,1/2) and $(0) < 0, such a straight line has a slope
smaller than the slope of the tangent at the curve ¢(«) at the point (0, ¢(0)).

For Armijo method it is possible to prove the following convergence result.

Theorem 6 Let f : IR" — IR and assume V f is continuous and L(f(xo)) is compact.
Assume V f(zy) d, < 0 for all k and there exist C1 > 0 and Cy > 0 such that

C1 2> |ldgll = Co| |V f(2x)|%,

for some q¢ > 0 and for all k.

Then Armijo method yields in a finite number of iterations a value of oy > 0 satisfying
the condition in Step 2. Moreover, the sequence obtained setting xi+1 = T + apdy is
such that

f(zrgr) < flz),
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for all k, and
iy VS @) di
im ———

=0.
koo ||l

Proof. We only prove that the method cannot loop indefinitely between Step 2 and
Step 3. In fact, if this is the case, then the condition in Step 2 will never be satisfied,

hence )
fzg +ao’dy) — f(ap)
ao’l

>V f(wy) dy.
Note now that 0/ — 0 as j — oo, and the above inequality for j — oo is

Vf(xp) dy > AV f () dy,

which is not possible since v € (0,1/2) and V f(xy)'dp # 0. N

Remark. 1t is interesting to observe that in Theorem 6 it is not necessary to assume that
Tk+1 = Tk + agdg. It is enough that zp; is such that

f(xry1) < fzg + ardy),

where «y, is generated using Armijo method. This implies that all acceptable values of «
are those such that
fan + ady) < f(ar + ardy,).

As a result, Theorem 6 can be used to prove also the convergence of an algorithm based
on the exact line search. o

2.4.3 Goldstein conditions

The main disadvantage of Armijo method is in the fact that, to find az, all points in the
set A, starting from the point a = a, have to be tested till the condition in Step 2 is
fulfilled. There are variations of the method that do not suffer from this disadvantage. A
criterion similar to Armijo’s, but that allows to find an acceptable «a; in one step, is based
on the so-called Goldstein conditions.

Goldstein conditions state that given v, € (0,1) and 72 € (0,1) such that v1 < 7o, oy is
any positive number such that

flog +ondy) — flz) < eV (k) di
i.e. there is a sufficient reduction in f, and
fog + ardy) — f(zr) > axy2V (@) di

i.e. there is a sufficient distance between xj and zj1.
From a geometric point of view (see Figure 2.4) this is equivalent to select «y as any point
such that the corresponding value of f is included between two straight lines, of slope
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Figure 2.4: Geometrical interpretation of Goldstein method.

MV f(xg) di and vV f(xy) dk, respectively, and passing through the point (0,¢(0)). As
0 <79 < 72 < 1itis obvious that there exists always an interval I = [a,@] such that
Goldstein conditions hold for any « € I.

Note that, a result similar to Theorem 6, can be also established if the sequence {zy} is
generated using Goldstein conditions.

The main disadvantage of Armijo and Goldstein methods is in the fact that none of
them impose conditions on the derivative of the function ¢(«) in the point ag, or what
is the same on the value of V f(xp41)'dp. Such extra conditions are sometimes useful
in establishing convergence results for particular algorithms. However, for simplicity, we
omit the discussion of these more general conditions (known as Wolfe conditions).

2.4.4 Line search without derivatives

It is possible to construct methods similar to Armijo’s or Goldstein’s also in the case that
no information on the derivatives of the function f is available.
Suppose, for simplicity, that ||dx|| = 1, for all k, and that the sequence {z} is generated
by

Tht1 = Tk + agdy.

If Vf is not available it is not possible to decide a priori if the direction dy is a descent
direction, hence it is necessary to consider also negative values of a.

We now describe the simplest line search method that can be constructed with the con-
sidered hypothesis. This method is a modification of Armijo method and it is known as
parabolic search.

Given \g > 0, 0 € (0,1/2), v > 0 and p € (0,1). Compute ay and \; such that one of the
following conditions hold.

Condition (i)
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o N\ = Ap—1;
e «y is the largest value in the set
A={acR : a=+0’, j=0,1,...}

such that
flan + apdy) < f(z) — v0f,

or, equivalently, ¢(ay) < —vyasi.
Condition (ii)
o ap =0, Ay < pAp_1;
o min (f(xx + Ardy), f(xr — Medi)) > f(zr) — 7%

At each step it is necessary to satisfy either Condition (i) or Condition (ii). Note that this
is always possible for any dj # 0. Condition (i) requires that oy is the largest number
in the set A such that f(zy + apdy) is below the parabola f(x)) — va?. If the function
¢(a) has a stationary point for & = 0 then there may be no a € A such that Condition
(i) holds. However, in this case it is possible to find A\ such that Condition (ii) holds. If
Condition (ii) holds then aj = 0, i.e. the point z; remains unchanged and the algorithms
continues with a new direction dy11 # dy.

For the parabolic search algorithm it is possible to prove the following convergence result.

Theorem 7 Let f : IR" — IR and assume V[ is continuous and L(f(zo)) is compact.
If oy, is selected following the conditions of the parabolic search and if vi+1 = xp + opdy,
with ||dg|| = 1 then the sequence {xy} is such that

f@ps1) < flan)
for all k,
klim Vf(zg)'d,=0
and

lim ||zg41 — x| = 0.
k—o0

Proof. (Sketch) Note that Condition (i) implies f(xg+1) < f(xk), whereas Condition (ii)
implies f(7r+1) = f(x1). Note now that if Condition (ii) holds for all & > k, then ay = 0
for all k > k, i.e. ||[xpy1 — ox]| = 0. Moreover, as )y is reduced at each step, necessarily
Vf(zz)'d =0, where d is a limit of the sequence {d}}. q
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2.4.5 Implementation of a line search algorithm

On the basis of the conditions described so far it is possible to construct algorithms that
yield oy in a finite number of steps. One such an algorithm can be described as follows.
(For simplicity we assume that V f is known.)

e Initial data. =y, f(zx), Vf(zg), o and @.

e Initial guess for . A possibility is to select a as the point in which a parabola
through (0, $(0)) with derivative ¢(0) for o = 0 takes a pre-specified minimum value
fx- Initially, i.e. for k = 0, f, has to be selected by the designer. For k£ > 0 it is
possible to select f, such that

f(xr) = fo = flar—1) — f(zp).

The resulting « is

Ay = —2 7f(xk) _/ f*.
Vf(@k) d
In some algorithms it is convenient to select a < 1, hence the initial guess for a will

be min (1, ) .

e Computation of ai. A value for ap is computed using a line search method. If
ar < « the direction di may not be a descent direction. If ap > @ the level set
L(f(xr)) may not be compact. If oy & [, @] the line search fails, and it is necessary
to select a new research direction dj. Otherwise the line search terminates and
Tht1 = Tk + agdy.

2.5 The gradient method

The gradient method consists in selecting, as research direction, the direction of the anti-
gradient at xg, i.e.

d = _vf(xk)a
for all k. This selection is justified noting that the direction”

V()
IV f(zi)lle

is the direction that minimizes the directional derivative, among all direction with unitary
Fuclidean norm. In fact, by Schwartz inequality, one has

IV f () dl < ||| 2V £ (ze)le,

and the equality sign holds if and only if d = AV f(x), with A € IR. As a consequence,
the problem

min Vf(xz.)'d
hin | V(@)

"We denote with ||v||z the Euclidean norm of the vector v, i.e. |||z = vVv'v.
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has the solution d, = —%. For this reason, the gradient method is sometimes

called the method of the steepest descent. Note however that the (local) optimality of
the direction —V f(z)) depends upon the selection of the norm, and that with a proper
selection of the norm, any descent direction can be regarded as the steepest descent.

The real interest in the direction —V f(xy) rests on the fact that, if V f is continuous, then
the former is a continuous descent direction, which is zero only if the gradient is zero, i.e.
at a stationary point.

The gradient algorithm can be schematized has follows.

Step 0. Given zg € IR™.
Step 1. Set £ = 0.
Step 2. Compute V f(xy). If Vf(xg) =0 STOP. Else set dy, = —V f(zy).

Step 3. Compute a step ay along the direction dj with any line search method such

that
f(zr + ardy) < f(ak)
and
lim YL@k _
k—oo ||dy|

Step 4. Set xp1 = xp + apdy, k =k + 1. Go to Step 2.

By the general results established in Theorem 4, we have the following fact regarding the
convergence properties of the gradient method.

Theorem 8 Consider f: IR" — IR. Assume V f is continuous and the level set L(f(zo))
is compact. Then any accumulation point of the sequence {xy} generated by the gradient
algorithm is a stationary point of f.

-1

Figure 2.5: The function /& 11
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To estimate the speed of convergence of the method we can consider the behavior of the
method in the minimization of a quadratic function, i.e. in the case

1
flx) = ix’Qx +dx+d,

with @ = Q' > 0. In such a case it is possible to obtain the following estimate

AM
A Vo L
N Y e T PSP
KRV

where Ay > Ay, > 0 are the maximum and minimum eigenvalue of @), respectively. Note
that the above estimate is exact for some initial points zg. As a result, if Ays # A, the
gradient algorithm has linear convergence, however, if Aps/\;, is large the convergence can
be very slow (see Figure 2.5).

Finally, if Aps/A = 1 the gradient algorithm converges in one step. From a geometric
point of view the ratio Aps/\,, expresses the ratio between the lengths of the maximum
and the minimum axes of the ellipsoids, that constitute the level surfaces of f. If this ratio
is big there are points from which the gradient algorithm converges very slowly, see e.g.
Figure 2.6.

Figure 2.6: Behavior of the gradient algorithm.

In the non-quadratic case, the performance of the gradient method are unacceptable,
especially if the level surfaces of f have high curvature.

2.6 Newton’s method

Newton’s method, with all its variations, is the most important method in unconstrained
optimization. Let f : JR® — IR be a given function and assume that V2f is continuous.
Newton’s method for the minimization of f can be derived assuming that, given x, the
point xy11 is obtained minimizing a quadratic approximation of f. As f is two times
differentiable, it is possible to write

Flan+5) = fla) + VH)'s + 55V Fex)s + Bla, 5)

in which
Bz, s)

im ——~ = 0.
Isll—o0 ||s]|?
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For ||s|| sufficiently small, it is possible to approximate f(zy + s) with its quadratic ap-
proximation

d(s) = Jlaw) + 9 (an)'s + 55/ F (@)

If V2f(x1) > 0, the value of s minimizing ¢(s) can be obtained setting to zero the gradient
of q(s), i.e.
Va(s) = Vf(xx) + V2 f(x1)s = 0,

yielding
-1
s=— V@] Vi),

The point x4 1 is thus given by

Tht1 = Tk — [VQf(xk)} - Vf(xg).
Finally, Newton’s method can be described by the simple scheme.
Step 0. Given zg € IR™.
Step 1. Set k = 0.
Step 2. Compute
s=— V2] Vi),

Step 3. Set xp11 =xp + 5, k=k+ 1. Go to Step 2.

Remark. An equivalent way to introduce Newton’s method for unconstrained optimization
is to regard the method as an algorithm for the solution of the system of n non-linear
equations in n unknowns given by

Vf(x)=0.

For, consider, in general, a system of n equations in n unknown

with x € IR" and F' : IR"™ — IR™. If the Jacobian matrix of F' exists and is continuous,
then one can write

OF
Fla+s) = F(@) + 5 (2)s +7(z,5),
with
fim 2E5)

Isll—o ||s|

Hence, given a point xj we can determine xx11 = x + s setting s such that

OF
F(x) + %(xk)s =0.
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If g—i(xk) is invertible we have

[8F
s = —

-1
S| Fa),

hence Newton’s method for the solution of the system of equation F(z) =0 is

OF -t
Tk+1 = Tk — {%(fck)] F(zy), (2.3)
with & = 0,1,.... Note that, if F(z) = Vf, then the above iteration coincides with
Newton’s method for the minimization of f. o

To study the convergence properties of Newton’s method we can consider the algorithm for
the solution of a set of non-linear equations, summarized in equation (2.3). The following
local convergence result, providing also an estimate of the speed of convergence, can be
proved.

Theorem 9 Let F : IR — IR" and assume that F' is continuously differentiable in an
open set D C IR". Suppose moreover that

e there exists x, € D such that F(x,) = 0;

e the Jacobian matriz %—5(:0*) is non-singular;

e there exists L > 0 such that®

‘8F _OF

5o - 5w < Ll - vl

forall z€ D and y € D.

Then there exists and open set B C D such that for any xo € B the sequence {xy} generated
by equation (2.3) remains in B and converges to x, with quadratic speed of convergence.

The result in Theorem 9 can be easily recast as a result for the convergence of Newton’s
method for unconstrained optimization. For, it is enough to note that all hypotheses
on F' and %—}; translate into hypotheses on Vf and V2f. Note however that the result
is only local and does not allow to distinguish between local minima and local maxima.
To construct an algorithm for which the sequence {zy} does not converge to maxima,
and for which global convergence, i.e. convergence from points outside the set B, holds,
it is possible to modify Newton’s method considering a line search along the direction
di, = — [V2f(z1)] 'V f(x1). As a result, the modified Newton’s algorithm

-1
Th+1 = T — O [VQf(xk)} Vf(xk), (2.4)

8This is equivalent to say that g—i(x) is Lipschitz continuous in D.
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in which «j, is computed using any line search algorithm, is obtained. If V2f is uni-
formly positive definite, and this implies that the function f is convex, the direction
di, = — [V f(z)] “ly f(zr) is a descent direction satisfying the condition of angle. Hence,
by Theorem 4, we can conclude the (global) convergence of the algorithm (2.4). Moreover,
it is possible to prove that, for k sufficiently large, the step ajp = 1 satisfies the conditions
of Armijo method, hence the sequence {x;} has quadratic speed of convergence.

Remark. If the function to be minimized is quadratic, i.e.
1 / /

flx) = §xQx+c:c+d,
and if @ > 0, Newton’s method yields the (global) minimum of f in one step. o
In general, i.e. if V2f(x) is not positive definite for all z, Newton’s method may be in-
applicable because either V2 f(xy) is not invertible, or d = — [V2f(zx)] " Vf(2) is not
a descent direction. In these cases it is necessary to further modify Newton’s method.
Diverse criteria have been proposed, most of which rely on the substitution of the matrix
V2f(zr) with a matrix My > 0 which is close in some sense to V2f(x;). A simpler
modification can be obtained using the direction dy = —V f(z)) whenever the direction

dp = — [V2f (xk)]_l V f(xy) is not a descent direction. This modification yields the fol-
lowing algorithm.

Step 0. Given zg € IR" and € > 0.
Step 1. Set k = 0.

Step 2. Compute V£ (zy). If Vf(z)) = 0 STOP. Else compute V2 f(zy). If V2 f(zy)
is singular set d, = —V f(x}) and go to Step 6.

Step 3. Compute Newton direction s solving the (linear) system
V2f(xr)s = =V f(xp).

Step 4. If
IVf(@)'s| < el Vf ()]sl

set d, = —V f(xy) and go to Step 6.

Step 5. If

Vf(xg)s<0
set dy = s; if

Vf(zg)'s>0
set d, = —s.

Step 6. Make a line search along dj assuming as initial estimate o = 1. Compute
Tk+1 = Tk + agdy, set k =k + 1 and go to Step 2.
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The above algorithm is such that the direction dj, satisfies the condition of angle, i.e.

Vf(xp) dp < —€||Vf (@) ldell,

for all k. Hence, the convergence is guaranteed by the general result in Theorem 4.
Moreover, if € is sufficiently small, if the hypotheses of Theorem 9 hold, and if the line
search is performed with Armijo method and with the initial guess a = 1, then the above
algorithm has quadratic speed of convergence.

Finally, note that it is possible to modify Newton’s method, whenever it is not applicable,
without making use of the direction of the anti-gradient. We now briefly discuss two such
modifications.

2.6.1 Method of the trust region

A possible approach to modify Newton’s method to yield global convergence is to set the
direction di and the step «j in such a way to minimize the quadratic approximation of
f on a sphere centered at z; and of radius ai. Such a sphere is called trust region. This
name refers to the fact that, in a small region around xj, we are confident (we trust) that
the quadratic approximation of f is a good approximation.
The method of the trust region consists in selecting xx11 = xSk, where s, is the solution
of the problem

o, 40 25)

with
dls) = Fa) + VT (a)'s + 25V f ),

and ay > 0 the estimate at step k of the trust region. As the above (constrained) optimiza-
tion problem has always a solution, the direction s is always defined. The computation of
the estimate ay, is done, iteratively, in such a way to enforce the condition f(zxy1) < f(zk)
and to make sure that f(xp + si) =~ q(sk), i.e. that the change of f and the estimated
change of f are close.

Using these simple ingredients it is possible to construct the following algorithm.

Step 0. Given zg € IR™ and ag > 0.

Step 1. Set k = 0.

Step 2. Compute V f(xy). If Vf(zg) =0 STOP. Else go to Step 3.
Step 3. Compute s solving problem (2.5).

Step 4. Compute?

_ flrg +sk) — flag)
Pk = T — ) (26)

°If f is quadratic then py = 1 for all k.
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Step 5. If pr < 1/4 set ap+1 = ||sk]|/4. If pr > 3/4 and ||si|| = ax set ap+1 = 2ay.
Else set ax4+1 = ay.

Step 6. If pr, <0 set z11 = xi. Else set xx11 = x + Sk.

Step 7. Set k =k + 1 and go to Step 2.

Remark. Equation (2.6) expresses the ratio between the actual change of f and the esti-
mated change of f. o

It is possible to prove that, if £(f(z0)) is compact and V2 f is continuous, any accumulation
point resulting from the above algorithm is a stationary point of f, in which the second
order necessary conditions hold.

The update of aj is devised to enlarge or shrink the region of confidence on the basis of
the number py. It is possible to show that if {x}} converges to a local minimum in which
V2f is positive definite, then p; converges to one and the direction s; coincides, for k
sufficiently large, with the Newton direction. As a result, the method has quadratic speed
of convergence.

In practice, the solution of the problem (2.5) cannot be obtained analytically, hence ap-
proximate problems have to be solved. For, consider s as the solution of the equation

(VQf(xk) + VIJ) sp = =V f(zy), (2.7)

in which v, > 0 has to be determined with proper considerations. Under certain hypothe-
ses, the s; determined solving equation (2.7) coincides with the s, computed using the
method of the trust region.

Remark. A potential disadvantage of the method of the trust region is to reduce the step
along Newton direction even if the selection aj = 1 would be feasible. o

2.6.2 Non-monotonic line search

Experimental evidence shows that Newton’s method gives the best result if the step ay, = 1
is used. Therefore, the use of a; < 1 along Newton direction, resulting e.g. from the
application of Armijo method, results in a degradation of the performance of the algorithm.
To avoid this phenomenon it has been suggested to relax the condition f(xg+1) < f(xg)
imposed on Newton algorithm, thus allowing the function f to increase for a certain
number of steps. For example, it is possible to substitute the reduction condition of
Armijo method with the condition

flxg + agdy) < oax [f ()] + varV f () di

for all £ > M, where M > 0 is a fixed integer independent from k.
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Gradient method Newton’s method
Information required at 9
cach step fand Vf f, Vfand V=f
Computation to find Y f () Vi), V2f(xy),
the research direction —[V2f(zr)] 7'V f (k)
Convergence Global if ﬁ(ﬁ(@)) Local, but may be
vere compac't and Vf rendered global
continuous
Behavior for quadratic Asymptotic Convergence in one
functions convergence step
Speed of convergence Linear for guadratlc Quadratic (under
functions proper hypotheses)

Table 2.1: Comparison between the gradient method and Newton’s method.

2.6.3 Comparison between Newton’s method and the gradient method

The gradient method and Newton’s method can be compared from different point of views,
as described in Table 2.1. From the table, it is obvious that Newton’s method has better
convergence properties but it is computationally more expensive. There exist methods
which preserve some of the advantages of Newton’s method, namely speed of convergence
faster than the speed of the gradient method and finite convergence for quadratic functions,
without requiring the knowledge of V2f. Such methods are

e the conjugate directions methods;

e quasi-Newton methods.

2.7 Conjugate directions methods

Conjugate directions methods have been motivated by the need of improving the con-
vergence speed of the gradient method, without requiring the computation of V2f, as
required in Newton’s method.

A basic characteristic of conjugate directions methods is to find the minimum of a quadratic
function in a finite number of steps. These methods have been introduced for the solution
of systems of linear equations and have later been extended to the solution of unconstrained
optimization problems for non-quadratic functions.
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Definition 5 Given a matriz Q = Q', the vectors dy and dy are said to be Q-conjugate if

' Qds = 0.

Remark. If @ = I then two vectors are (J-conjugate if they are orthogonal. o

Theorem 10 Let Q € R™"™ and Q = Q' > 0. Let d; € R", fori=20,---,k, be non-zero
vectors. If d; are mutually Q-conjugate, i.e.

d,Qd; = 0,

for all i # j, then the vectors d; are linearly independent.

Proof. Suppose there exists constants «;, with «; # 0 for some 4, such that
aopdy + - - agpd = 0.
Then, left multiplying with @ and d; yields
ozjdg»de =0,

which implies, as @ > 0, a;; = 0. Repeating the same considerations for all j € [0, k] yields
the claim. 4

Consider now a quadratic function

1
f(z)= 596,@:6 +dr +d,

with 2 € IR" and @ = Q" > 0. The (global) minimum of f is given by
Ty = _Q_lca
and this can be computed using the procedure given in the next statement.

Theorem 11 Let Q = Q' > 0 and let dy, dy, -+, dy_1 be n non-zero vectors mutually
Q-conjugate. Consider the algorithm

Tyl = T + ogdy,

with . , .
oy = Vi)de (2@ + )di
i, Qdy, 4, Qdy;
Then, for any g, the sequence {xy} converges, in at most n steps, to x, = —Q ¢, i.e. it

converges to the minimum of the quadratic function f.
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Remark. Note that oy, is selected at each step to minimize the function f(zy + ady) with
respect to «, i.e. at each step an exact line search in the direction dj, is performed. ¢

In the above statement we have assumed that the directions di have been preliminarily
assigned. However, it is possible to construct a procedure in which the directions are
computed iteratively. For, consider the quadratic function f(x) = %:1:’ Qx + dx + d, with
@ > 0, and the following algorithm, known as conjugate gradient method.

Step 0. Given xg € IR" and the direction
dop = —Vf({l?o) = —(on + C).

Step 1. Set £ = 0.

Step 2. Let
Ty1 = T + agdy
with
Vf(zg)'dy  (2,Q+)dk
dQd,  dQdy

A —

Step 3. Compute di41 as follows

dp+1 = =V f(Trt1) + Brdi,

with
Vf(zpy1) Qdy
dy, Qdy,

Step 4. Set £ =k + 1 and go to Step 2.

Br =

Remark. As already observed, «y is selected to minimize the function f(zy + ady). More-
over, this selection of «ay, is also such that

vf(karl),dk =0. (2.8)
In fact,

ka-l—l = Qzp + apQdy

hence
Vf($k+1) = Vf(:ck) + apQdy. (2.9)

Left multiplying with d}, yields

Vf(xg)d,

i,V f(xpg1) = dipV f(z1) + dQdpay, = iV f(xr) — djQd—;
dedk
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Remark. B is such that di4q is Q-conjugate with respect to di. In fact,

'Qd
BQi 1 = diQ <—Vf(93k+1) + W@) = Q (~V f(ws1) + VS (w1)) = 0.
k
Moreover, this selection of Jj yields also
V() dy = =V f(2x)'V f (). (2.10)

<&

For the conjugate gradient method it is possible to prove the following fact.

Theorem 12 The conjugate gradient method yields the minimum of the quadratic func-
tion 1
f(z)= 590’@:1: +dx +d,

with @ = Q' > 0, in at most n iterations, i.e. there exists m < n — 1 such that

Vf(@mt1) = 0.
Moreover
Vf(CC])IVf(CCZ) =0 (2.11)
and
d;-Qdi =0, (2.12)

forall[0,m+1]2i#j€[0,m+1].

Proof. To prove the (finite) convergence of the sequence {xy} it is enough to show that the
directions dj are Q-conjugate, i.e. that equation (2.12) holds. In fact, if equation (2.12)
holds the claim is a consequence of Theorem 11. N

The conjugate gradient algorithm, in the form described above, cannot be used for the
minimization of non-quadratic functions, as it requires the knowledge of the matrix @,
which is the Hessian of the function f. Note that the matrix ) appears at two levels in
the algorithm: in the computation of the scalar G required to compute the new direction
of research, and in the computation of the step 4. It is therefore necessary to modify the
algorithm to avoid the computation of V2f, but at the same time it is reasonable to make
sure that the modified algorithm coincides with the above one in the quadratic case.

2.7.1 Modification of g
To begin with note that, by equation (2.9), 0y can be written as

Vi )/Vf($k+1) = Vf(zy)
h o _ Vi@e1) [V (@re1) — V()]
i Vi(zri1) = V() di [V f(xp41) — V f(ap)]

293

Br =
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and, by equation (2.8),

V(i) [V (@p1) = V()] .

B =~ % f )

(2.13)

Using equation (2.13), it is possible to construct several expressions for [, all equivalent
in the quadratic case, but yielding different algorithms in the general (non-quadratic) case.
A first possibility is to consider equations (2.10) and (2.11) and to define

5, = VI (@r1)' Vi (i) IVF @)
g V (k) Vf(xg) IV f(x))?

which is known as Fletcher-Reeves formula.
A second possibility is to write the denominator as in equation (2.14) and the numerator
as in equation (2.13), yielding

(2.14)

Vf(@e) [V (@rs1) — V(@)
IV f ()| ’

which is known as Polak-Ribiere formula. Finally, it is possible to have the denominator
as in (2.13) and the numerator as in (2.14), i.e.

__IVf@)?
B = _W' (2.16)

Br =

(2.15)

2.7.2 Modification of o

As already observed, in the quadratic version of the conjugate gradient method also the
step «ap depends upon ). However, instead of using the «j given in Step 2 of the
algorithm, it is possible to use a line search along the direction «j. In this way, an
algorithm for non-quadratic functions can be constructed. Note that ay, in the algorithm
for quadratic functions, is also such that diV f(xg4+1) = 0. Therefore, in the line search, it
is reasonable to select ay; such that, not only f(xk4+1) < f(xr), but also dj, is approximately
orthogonal to V f(zjy1).

Remark. The condition of approximate orthogonality between dj and V f(xx41) cannot be
enforced using Armijo method or Goldstein conditions. However, there are more sophisti-
cated line search algorithms, known as Wolfe conditions, which allow to enforce the above
constraint. o

2.7.3 Polak-Ribiere algorithm

As a result of the modifications discussed in the last sections, it is possible to construct an
algorithm for the minimization of general functions. For example, using equation (2.15)
we obtain the following algorithm, due to Polak-Ribiere, which has proved to be one of
the most efficient among the class of conjugate directions methods.
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Step 0. Given zg € IR™.
Step 1. Set £ = 0.
Step 2. Compute V f(xy). If Vf(xr) =0 STOP. Else let
—Vf(zo), if k=0

di = Vi) [Vf(xr) = Vf(zp_1)]
—V ) + IV F @n)IP

Ay, ifk>1.

Step 3. Compute oy, performing a line search along dy.

Step 4. Set xpy1 = xp + apdy, k =k + 1 and go to Step 2.

Remark. The line search has to be sufficiently accurate, to make sure that all directions
generated by the algorithm are descent directions. A suitable line search algorithm is the
so-called Wolfe method, which is a modification of Goldstein method. o

Remark. To guarantee global convergence of a subsequence it is possible to use, every n
steps, the direction —V f. In this case, it is said that the algorithm uses a restart procedure.
For the algorithm with restart it is possible to have quadratic speed of convergence in n
steps, i.e

[kt — | < Allzk — 2%,

for some v > 0. o

Remark. It is possible to modify Polak-Ribiere algorithm to make sure that at each step
the angle condition holds. In this case, whenever the direction dj does not satisfy the
angle condition, it is sufficient to use the direction —V f. Note that, enforcing the angle
condition, yields a globally convergent algorithm. o

Remark. Even if the use of the direction —V f every n steps, or whenever the angle condi-
tion is not satisfied, allows to prove global convergence of Polak-Ribiere algorithm, it has
been observed in numerical experiments that such modified algorithms do not perform as
well as the original one. o

2.8 Quasi-Newton methods

Conjugate gradient methods have proved to be more efficient than the gradient method.
However, in general, it is not possible to guarantee superlinear convergence. The main
advantage of conjugate gradient methods is in the fact that they do not require to construct
and store any matrix, hence can be used in large scale problems.
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In small and medium scale problems, i.e. problems with less then a few hundreds decision
variables, in which V2 f is not available, it is convenient to use the so-called quasi-Newton
methods.

Quasi Newton methods, as conjugate directions methods, have been introduced for qua-
dratic functions. They are described by an algorithm of the form

Ty = x — apH LV f(xg),

with Hy given. The matrix Hy is an approximation of [V2f(z;)]~! and it is computed
iteratively at each step.
If f is a quadratic function, the gradient of f is given by

Vfi(z)=Qx+c,
for some @ and ¢, hence for any = € IR" and y € IR" one has

Viy) = Vf(z)=Qy — ),
or, equivalently,
Q' Vfly) — V(@) =y -

It is then natural, in general, to construct the sequence { Hy} such that

Hy1[V f(zr41) = VI (@r)] = Ths1 — @i (2.17)

Equation (2.17) is known as quasi-Newton equation.
There exist several update methods satisfying the quasi-Newton equation. For simplicity,
set

Y = V(@rg1) — V()
and
Ok = Tg41 — T

As a result, equation (2.17) can be rewritten as

Hy 17k = Ok

One of the first quasi-Newton methods has been proposed by Davidon, Fletcher and Powell,
and can be summarized by the equations

Hy = I

DFP 508, Hymr H (2.18)
Hgy1y = Hp+ T o .
K Vk Ve HrVk

It is easy to show that the matrix Hj; satisfies the quasi-Newton equation (2.17), i.e.

050, - Hyyiev, Hi
0%k Ve kv
04 Vk Ve Hi vk
= Hpyp + =6, — %
[Rel Vi H ik
— G

Hyvve = Hpype+

Hiy
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Moreover, it is possible to prove the following fact, which gives conditions such that the
matrices generated by DFP method are positive definite for all k.

Theorem 13 Let Hy = H|, > 0 and assume 67y, > 0. Then the matriz

ok0,  HimeviHe

Hp +
03 Yk Ve ik

1s positive definite.

DFP method has the following properties. In the quadratic case, if ay is selected to
minimize

flar — o gV f(2r)),
then

e the directions dy = —HV f(x}) are mutually conjugate;

e the minimum of the (quadratic) function is found in at most n steps, moreover
Hy, = Q_l;

e the matrices Hj are always positive definite.
In the non-quadratic case

e the matrices Hy, are positive definite (hence d, = —HV f(z}) is a descent direction)
if 52’}% > 0;

e it is globally convergent if f is strictly convex and if the line search is exact;
e it has superlinear speed of convergence (under proper hypotheses).

A second, and more general, class of update formulae, including as a particular case DFP
formula, is the so-called Broyden class, defined by the equations

Hy = I

Broyden 5.8 H 'q (2.19)
k Yk Ve HE
Hiyw = Hk+6, ko /’Y% + pugy,
&k Y H kK

with ¢ > 0 and

0 H
o 1/2 k EVE
Vi — Hk I — .
(i) (52% ’Y;’CHWJ

If ¢ = 0 then we obtain DFP formula, whereas for ¢ = 1 we have the so-called Broyden-
Fletcher-Goldfarb-Shanno (BFGS) formula, which is one of the preferred algorithms in
applications. From Theorem 13 it is easy to infer that, if Hy > 0, .0, > 0 and ¢ > 0,
then all formulae in the class of Broyden generate matrices Hy > 0.
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Remark. Note that the condition 8}y, > 0 is equivalent to

(Vf(zh41) = V(zx) dy >0,
and this can be enforced with a sufficiently precise line search. o

For the method based on BFGS formula, a global convergence result, for convex functions
and in the case of non-exact (but sufficiently accurate) line search, has been proved.
Moreover, it has been shown that the algorithm has superlinear speed of convergence.
This algorithm can be summarized as follows.

Step 0. Given zg € IR™.
Step 1. Set £ = 0.

Step 2. Compute Vf(x). If Vf(xr) = 0 STOP. Else compute Hj, with BFGS
equation and set
dy = —HV f ().

Step 3. Compute ap performing a line search along dp.
Step 4. Set xpy1 = xp + apdy, k =k + 1 and go to Step 2.

In the general case it is not possible to prove global convergence of the algorithm. However,
this can be enforced verifying (at the end of Step 2), if the direction dj satisfies an angle
condition, and if not use the direction d = —V f(x). However, as already observed, this
modification improves the convergence properties, but reduces (sometimes drastically) the
speed of convergence.

2.9 Methods without derivatives

All the algorithms that have been discussed presuppose the knowledge of the derivatives
(first and/or second) of the function f. There are, however, also methods which do not
require such a knowledge. These methods can be divided in two classes: direct research
methods and methods using finite difference approximations.

Direct search methods are based upon the direct comparison of the values of the function
f in the points generated by the algorithm, without making use of the necessary condition
of optimality Vf = 0. In this class, the most interesting methods, i.e. the methods for
which it is possible to give theoretical results, are those that make use cyclically of n
linearly independent directions. The simplest possible method, known as the method of
the coordinate directions, can be described by the following algorithm.

Step 0. Given zg € IR™.
Step 1. Set k = 0.

Step 2. Set j = 1.
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Step 3. Set dj, = e;, where e; is the j-th coordinate direction.

Step 4. Compute o performing a line search without derivatives along dj.
Step 5. Set 11 = xp + apdy, k =k + 1.

Step 6. If j <nset j =5+ 1 and go to Step 3. If j =n go to Step 2.

It is easy to verify that the matrix

Pk:[dk N T |

is such that
|det Pg| = 1,

hence, if the line search is such that

lim Lf(xk)/dk

=0
k—oo |||l

and
lim ”karl — {lfk” = 0,
k—o00

convergence to stationary points is ensured by the general result in Theorem 5. Note
that, the line search can be performed using the parabolic line search method described
in Section 2.4.4.

The method of the coordinate directions is not very efficient, in terms of speed of conver-
gence. Therefore, a series of heuristics have been proposed to improve its performance.
One such heuristics is the so-called method of Jeeves and Hooke, in which not only the
search along the coordinate directions is performed, but also a search along directions
joining pairs of points generated by the algorithm. In this way, the search is performed
along what may be considered to be the most promising directions.

An alternative direct search method is the so-called simplex method (which should not
be confused with the simplex method of linear programming). The method starts with
n + 1 (equally spaced) points x(;) € IR" (these points give a simplex in IR"). In each of
these points the function f is computed and the vertex where the function f attains the
maximum value is determined. Suppose this is the vertex z(,1). This vertex is reflected
with respect to the center of the simplex, i.e. the point

1 n+1
Te = ol ;x(z)

As a result, the new vertex

x(n+2) =X+ oz(acc - x(n+1))

where a > 0, is constructed, see Figure 2.7. The procedure is then repeated.
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Figure 2.7: The simplex method. The points z(y), z(2) and z(3) yields the starting simplex.
The second simplex is given by the points x(1), z(2) and x 4. The third simplex is given
by the points (3, z(4) and x(s).

It is possible that the vertex that is generated by one step of the algorithm is (again) the
one where the function f has its maximum. In this case, the algorithm cycles, hence the
next vertex has to be determined using a different strategy. For example, it is possible to
construct the next vertex by reflecting another of the remaining n vertex, or to shrink the
simplex.

As a stopping criterion it is possible to consider the condition

1 n+1 N
o Z(f(w(i))—f) <e (2.20)
=1

where € > 0 is assigned by the designer, and

1 n+1

e > flze),

=1

f=

i.e. f is the mean value of the f(z(;). Condition (2.20) implies that the points z; are all
in a region where the function f is flat.

As already observed, direct search methods are not very efficient, and can be used only for
problems with a few decision variables and when approximate solutions are acceptable. As
an alternative, if the derivatives of the function f are not available, it is possible to resort
to numeric differentiation, e.g the entries of the gradient of f can be computed using the
so-called forward difference approximation, .e.

Of(x) _ flx+te)— f(x)

~

8@'1- t ’
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where e; is the i-th column of the identity matrix of dimension n, and ¢ > 0 has to be
fixed by the user. Note that there are methods for the computation of the optimal value
of , i.e. the value of £ which minimizes the approximation error.
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3.1 Introduction

In this chapter we discuss the basic tools for the solution of optimization problems of the
form

min f (z)
Py 9(z)=0 (3.1)

h(z) <0.
In the problem P, there are both equality and inequality constraints!. However, sometimes

for simplicity, or because a method has been developed for problems with special structure,
we will refer to problems with only equality constraints, i.e. to problems of the form

min f(z)
P { z (3.2)
g(x) =0,
or to problems with only inequality constraints, i.e. to problems of the form
min f(x
z (@) (3.3)
h(z) <0.

In all the above problems we have x € IR", f : R" — IR, g : IR™ — IR™, and h : IR" — IRP.
From a formal point of view it is always possible to transform the equality constraint
gi(x) = 0 into a pair of inequality constraints, i.e. g;(x) < 0 and —g;(x) < 0. Hence,
problem P; can be (equivalently) described by

(
Prq og(a) <

which is a special case of problem P,. In the same way, it is possible to transform the
inequality constraint h;(z) < 0 into the equality constraint h;(z) + y? = 0, where y; is
an auxiliary variable (also called slack variable). Therefore, defining the extended vector
z = [2/,y], problem P, can be rewritten as

{ h(z)+Y =0,
with

y=|"
Yy

which is a special case of problem P;.

!The condition h(z) < 0 has to be understood element-wise, i.e. h;(z) < 0 for all 7.
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Note however, that the transformation of equality constraints into inequality constraints
yields an increase in the number of constraints, whereas the transformation of inequality
constraints into equality constraints results in an increased number of variables.

Given problem Py (or P, or P;), a point x satisfying the constraints is said to be an
admissible point, and the set of all admissible points is called the admissible set and it is
denoted with X. Note that the problem makes sense only if X # ().

In what follows it is assumed that the functions f, g and h are two times differentiable,
however we do not make any special hypothesis on the form of such functions. Note
however, that if g and h are linear there are special algorithms, and linear/quadratic
programming algorithms are used if f is linear/quadratic and g and h are linear. We do
not discuss these special algorithms, and concentrate mainly on algorithms suitable for
general problems.

3.2 Definitions and existence conditions

Consider the problem Py (or P;, or P5). The following definitions are instrumental to
provide a necessary condition and a sufficient condition for the existence of local minima.

Definition 6 An open ball with center x* and radius 6 > 0 is the set
B(z*,0) ={x € R" | ||z — ™| < 6}.

Definition 7 A point x* € X is a constrained local minimum if there exists 6 > 0 such
that

fly) = f@"), (3.4)

for ally € X N B(z*,0).
A point x* € X is a constrained global minimum if

fy) = f(z*), (3.5)

forally e X.
If the inequality (3.4) (or (3.5)) holds with a strict inequality sign for all y # x* then the
minimum is said to be strict.

Definition 8 The i-th inequality constraints h;(z) is said to be active at T if h;(z) = 0.
The set 1,(z) is the set of all indezes i such that h;(Z) =0, i.e.

]a(j):{i€{1,2,”',p} | hl(CE)ZO}
The vector ha(Z) is the subvector of h(x) corresponding to the active constraints, i.e.
ha(Z) = {hi(Z) | i € Lo(Z).

Definition 9 A point T is a reqular point for the constraints if at T the gradients of the
active constraints, i.e. the vectors Vg;(Z), fori=1,---,m and Vh;(Z), fori € 1,(Z), are
linearly independent.
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The definition of regular point is given because, the necessary and the sufficient conditions
for optimality, in the case of regular points are relatively simple. To state these conditions,
and with reference to problem Fy, consider the Lagrangian function

L(z, A, p) = f(z) + Ng(x) + p'h(z) (3.6)

with A € IR™ and p € IRP. The vectors A and p are called multipliers.
With the above ingredients and definitions it is now possible to provide a necessary con-
dition and a sufficient condition for local optimality.

Theorem 14 [First order necessary condition] Consider problem Py. Suppose z* is a
local solution of the problem Py, and x* is a reqular point for the constraints.
Then there exist (unique) multipliers \* and p* such that*

Vo L(z*, X, p*) =0

g(z*) =0
h(z*) <0 (3.7)
p*=>0

Conditions (3.7) are known as Kuhn-Tucker conditions.

Definition 10 Let x* be a local solution of problem Py and let p* be the corresponding
(optimal) multiplier. At x* the condition of strict complementarity holds if pf > 0 for all
i€ I, (z%).

Theorem 15 [Second order sufficient condition] Consider the problem Py. Assume that
there exist x*, \* and p* satisfying conditions (3.7). Suppose moreover that p* is such
that the condition of strict complementarity holds at z*. Suppose finally that

§'V2 L(z*,\*, p*)s > 0 (3.8)
for all s # 0 such that
dg(x*)
ox
=0.
Oha(a*) |°
Ox

Then x* is a strict constrained local minimum of problem Py.

Remark. Necessary and sufficient conditions for a global minimum can be given under
proper convexity hypotheses, i.e. if the function f is convex in X', and if X is a convex
set. This is the case, for example if there are no inequality constraints and if the equality
constraints are linear. o

2We denote with V. f the vector of the partial derivatives of f with respect to .
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Remark. If all points in X" are regular points for the constraints then conditions (3.7) yield
a set of points P, i.e. the points satisfying conditions (3.7), and among these points there
are all constrained local minima (and also the constrained global minimum, if it exists).
However, if there are points in X which are not regular points for the constraints, then
the set P may not contain all constrained local minima. These have to be searched in the
set P and in the set of non-regular points. o

Remark. In what follows, we will always tacitly assume that the conditions of regularity
and of strict complementarity hold. o

3.2.1 A simple proof of Kuhn-Tucker conditions for equality constraints
Consider problem Pj, i.e. a minimization problem with only equality constraints, and a

point z* such that g(xz*) = 0, i.e. z* € X. Suppose that?

rank% (x*)=m

i.e. x* is a regular point for the constraints, and that x* is a constrained local minimum.
By the implicit function theorem, there exist a neighborhood of x*, a partition of the

vector x, i.e.
U
x = ,
v

with u € IR™ and v € IR"™™, and a function ¢ such that the constrains g(x) = 0 can be
(locally) rewritten as

u = ¢(v).
As a result (locally)

min f(z) {rqr}’ivn flu,v) o
{g(:c):o  lacow & mn/EO.),

i.e. problem P is (locally) equivalent to a unconstrained minimization problem. Therefore

st o — (0100 01\ _(_of (99\ 0y Of
O—VW(”)’”F(%%*%)g(‘@(a) a—+a—>

Setting
X = (ﬁ (@”’
Ou \ Ou o
yields
(% + ()\*)’%)x* =0 (3.9)

3Note that m is the number of the equality constraints, and that, to avoid trivial cases, m < n.
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and
C(J * lég

Finally, let
L=f+XNg,

note that equations (3.9) and (3.10) can be rewritten as
VaoL(z*,\*) =0,

and this, together with g(z*) = 0, is equivalent to equations (3.7).

3.2.2 Quadratic cost function with linear equality constraints

Consider the function )

f(‘r) = §$,Q.’E7

with z € IR" and Q = Q' > 0, the equality constraints

g(x) =Ax —b=0,

with b € IR™ and m < n, and the Lagrangian function
L(z,\) = %:):’Qx + N(Ax —b).

A simple application of Theorem 14 yields the necessary conditions of optimality

VoL@ X)) = Qa4+ AN =0 (3.11)
g(z*) = Az*-b=0. '
Suppose now that the matrix A is such that AQ~'A’ is invertible?. As a result, the only
solution of equations (3.11) is

x* — Q—IA/(AQ—IAI)—lb )\* _ —(AQ_IA,)_II).

Finally, by Theorem 15, it follows that z* is a strict constrained (global) minimum.

3.3 Nonlinear programming methods: introduction

The methods of non-linear programming that have been mostly studied in recent years
belong to two categories. The former includes all methods based on the transformation
of a constrained problem into one or more unconstrained problems, in particular the so-
called (exact or sequential) penalty function methods and (exact or sequential) augmented
Lagrangian methods. Sequential methods are based on the solution of a sequence of
problems, with the property that the sequence of the solutions of the subproblems converge

4This is the case if rankA = m.
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to the solution of the original problem. Exact methods are based on the fact that, under
suitable assumptions, the optimal solutions of an unconstrained problem coincides with
the optimal solution of the original problem.

The latter includes the methods based on the transformation of the original problem into
a sequence of constrained quadratic problems.

From the above discussion it is obvious that, to construct algorithms for the solution of
non-linear programming problems, it is necessary to use efficient unconstrained optimiza-
tion routines.

Finally, in any practical implementation, it is also important to quantify the complexity
of the algorithms in terms of number and type of operations (inversion of matrices, differ-
entiation, ...), and the speed of convergence. These issues are still largely open, and will
not be addressed in these notes.

3.4 Sequential and exact methods

3.4.1 Sequential penalty functions

In this section we study the so-called external sequential penalty functions. This name is
based on the fact that the solutions of the resulting unconstrained problems are in general
not admissible. There are also internal penalty functions (known as barrier functions) but
this can be used only for problems in which the admissible set has a non-empty interior.
As a result, such functions cannot be used in the presence of equality constraints.

The basic idea of external sequential penalty functions is very simple. Consider problem
Py, the function

0, ifreX
a(x) = (3.12)
+oo, fxgXx
and the function
F=f+q. (3.13)

It is obvious that the unconstrained minimization of F' yields a solution of problem F.
However, because of its discontinuous nature, the minimization of F' cannot be performed.
Nevertheless, it is possible to construct a sequence of continuously differentiable functions,
converging to F', and it is possible to study the convergence of the minima of such a
sequence of functions to the solutions of problem F.

For, consider a continuously differentiable function p such that

0, ifzxeX
ple) = (3.14)
>0, ifzegX,

and the function

1
Fe:f"i_;pa
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with € > 0. Tt is obvious that®
lim F, = F.
e—0

The function F; is known as external penalty function. The attribute external is due to
the fact that, if Z is a minimum of F, in general p(Z) # 0, i.e. T & X. The term %p is called
penalty term, as it penalizes the violation of the constraints. In general, the function p
has the following form

p= in:(gi)2 + Z(max((), ). (3.15)
i=1 i=1

Consider now a strictly decreasing sequence {ex} such that limg_, € = 0. The sequential
penalty function method consists in solving the sequence of unconstrained problems

min £y, (v).

with € IR™. The most important convergence results for this methods are summarized
in the following statements.

Theorem 16 Consider the problem Py. Suppose that for all ¢ > 0 the set’
X7 ={zeR" ||gi(x)| <oyi=1,---,m}n{z € R" | hi(x) < oyi=1,---,p}

is compact. Suppose moreover that for all k the function Fe, () has a global minimum xy,.
Then the sequence {xy} has (at least) one converging subsequence, and the limit of any
converging subsequence is a global minimum for problem Fy.

Theorem 17 Let z* be a strict constrained local minimum for problem Py. Then there
exist a sequence {xy} and an integer k > 0 such that {x}} converges to z* and, for all
k >k, zy is a local minimum of F, (x).

The construction of the function F, is apparently very simple, and this is the main ad-
vantage of the method. However, the minimization of the function F, may be difficult,
especially for small values of €. In fact, it is possible to show, even via simple examples,
that as € tends to zero the Hessian matrix of the function F. becomes ill conditioned. As
a result, any unconstrained minimization algorithm used to minimize F, has a very slow
convergence rate. To alleviate this problem, it is possible to use, in the minimization of
F, ., as initial point the point x). However, this is close to the minimum of F,  , only if
€x+1 18 close to e, i.e. only if the sequence {e;} converges slowly to zero.

We conclude that, to avoid the ill conditioning of the Hessian matrix of F¢, hence the slow
convergence of each unconstrained optimization problem, it is necessary to slow down the
convergence of the sequence {zy}, i.e. slow convergence is an intrinsic property of the
method. This fact has motivated the search for alternatives methods, as described in the

k+1

next sections.

®Because of the discontinuity of F, the limit has to be considered with proper care.
5The set X° is sometimes called the relaxed admissible set.
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Remark. It is possible to show that the local minima of F, describe (continuous) trajectories
that can be extrapolated. This observation is exploited in some sophisticated methods for
the selection of initial estimate for the point x;. However, even with the addition of this
extrapolation procedure, the convergence of the method remains slow. o

Remark. Note that, if the function p is defined as in equation (3.15), then the function
F¢ is not two times differentiable everywhere, i.e. it is not differentiable in all points in
which an inequality constraints is active. This property restricts the class of minimization
algorithms that can be used to minimize F. o

3.4.2 Sequential augmented Lagrangian functions

Consider problem Py, i.e. an optimization problem with only equality constraints. For
such a problem the Lagrangian function is

L=f+X\yg,

and the first order necessary conditions require the existence of a multiplier \* such that,
for any local solution z* of problem P; one has

V.L(xz*, A*) =0

VoL (2%, \) = g(a*) = 0. (3.16)
The first of equations (3.16) is suggestive of the fact that the function L(x,\*) has a
unconstrained minimum in z*. This is actually not the case, as L(x, \*) is not convex in a
neighborhood of z*. However it is possible to render the function L(x, \*) convex with the
addition of a penalty term, yielding the new function, known as augmented Lagrangian
function”,

La(r, ¥ = L, X+~ (o) (317)

which, for e sufficiently small, but such that 1/e is finite, has a unconstrained minimum
in 2*. This intuitive discussion can be given a formal justification, as shown in the next
statement.

Theorem 18 Suppose that at x* and \* the sufficient conditions for a strict constrained
local minimum for problem Py hold. Then there exists € > 0 such that for any e € (0,€)
the point x* is a unconstrained local minimum for the function Lq(x, A*).

Vice-versa, if for some € and X\*, at x* the sufficient conditions for a unconstrained local
minimum for the function Lo(x,\*) hold, and g(z*) = 0, then x* is a strict constrained
local minimum for problem Pi.

The above theorem highlights the fact that, under the stated assumptions, the function
Lo(z, A*) is an (external) penalty function, with the property that, to give local minima

"To be precise we should write Lq(x, \*, €), however we omit the argument e.
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for problem P it is not necessary that ¢ — 0. Unfortunately, this result is not of practical
interest, because it requires the knowledge of A*. To obtain a useful algorithm, it is possible
to make use of the following considerations.

By the implicit function theorem, applied to the first of equation (3.16), we infer that
there exist a neighborhood of A\*, a neighborhood of z*, and a continuously differentiable
function z(\) such that (locally)

VaLa(z(\),\) = 0.

Moreover, for any € € (0,€), as V2, L,(z*, \*) is positive definite also V2, L, (z, ) is locally
positive definite. As a result, z(\) is the only value of x that, for any fixed A, minimizes
the function L,(x, A). It is therefore reasonable to assume that if Ay is a good estimate of
A*, then the minimization of L,(x, \x) for a sufficiently small value of €, yields a point xy,
which is a good approximation of z*.

On the basis of the above discussion it is possible to construct the following minimization
algorithm for problem P;.

Step 0. Given xg € IR", A\ € IR™ and ¢; > 0.
Step 1. Set k = 1.

Step 2. Find a local minimum xj, of Ly (z, Ag) using any unconstrained minimization
algorithm, with starting point xj_1.

Step 3. Compute a new estimate \g4q of \*.
Step 4. Set €11 = Bex, with 3 = 1if [|g(zs11)|| < 3|lg(zx)| or B < 1 otherwise.

Step 5. Set k =k + 1 and go to Step 2.

In Step 3 it is necessary to construct a new estimate Agyq of Ag. This can be done with
proper considerations on the function Lg(z(A), ), introduced in the above discussion.
However, without providing the formal details, we mention that one of the most used
update laws for A are described by the equations

2
Met1 = Ap + ;9(9%), (3.18)

or

-1
Net1 = M= [V La(z(\e): )| gl (3.19)

whenever the indicated inverse exists.

Note that the convergence of the sequence {zj} to z* is limited by the convergence of the
sequence {A;} to A*. It is possible to prove that, if the update law (3.18) is used then the
algorithm as linear convergence, whereas if (3.19) is used the convergence is superlinear.

Remark. Similar considerations can be done for problem P,. For, recall that problem P, can
be recast, increasing the number of variables, as an optimization problem with equality
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constraints, i.e. problem P,. For such an eztended problem, consider the augmented
Lagrangian

|

(hz(fc) + ?/22)2 ;

La(w.y.p) = f(@) + Y pi (hi) +97) +
=1 =1

and note that, in principle, it would be possible to make use of the results developed with
reference to problem P;. However, the function L, can be analytically minimized with
respect to the variables y;. In fact, a simple computation shows that the (global) minimum
of L, as a function of y is attained at

yilx,p) = \/— min (0, hi(e) + gpi)'

As a result, the augmented Lagrangian function for problem P; is given by

p

€ 2
Lula.p) = £(a) + p(o) + < [H@)? = £ 3 (min0, hi(w) + 50
=1

3.4.3 Exact penalty functions

An exact penalty function, for a given constrained optimization problem, is a function of
the same variables of the problem with the property that its unconstrained minimization
yields a solution of the original problem. The term ezact as opposed to sequential indicates
that only one, instead of several, minimization is required.

Consider problem Pi, let * be a local solution and let A* be the corresponding multi-
plier. The basic idea of exact penalty functions methods is to determine the multiplier A
appearing in the augmented Lagrangian function as a function of x, i.e. A = A(x), with
A(x*) = \*. With the use of this function one has®

1
Lo(w, A(z)) = f(z) + M@)'g() + ~[|lg(2)||*.
The function A(x) is obtained considering the necessary condition of optimality
6 *\/
VoLa(at ) = V5t + P e g (3.20)

and noting that, if «* is a regular point for the constraints then equation (3.20) can be
solved for \* yielding

Vf(x").

o (39;;'*) 3922*)’>_1 39(;;:*)

8 As in previous sections we omit the argument e.
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This equality suggests to define the function A(x) as

Az) = — <5g(9«°) 39(:1:)’)‘1 dg(x)

Vf(x),
or Ox ox /(@)
and this is defined at all z where the indicated inverse exists, in particular at z*.

It is possible to show that this selection of A(x) yields and exact penalty function for
problem Pj. For, consider the function

N\ 1 T
Gla) = fa) — gla) (PAD LY 2 9 (0) 4 2 g )

which is defined and differentiable in the set

X={zecR"| ranka‘(qaf) =m}, (3.21)

and the following statements.

Theorem 19 Let X be a compact subset of X. Afsume that x* is the only global minimum
of fin XN X and that x* is in the interior of X. Then there exists € > 0 such that, for
any € € (0,€), x* is the only global minimum of G in X.

Theorem 20 Let X be a compact subset of X. Then there exists € > 0 such that, for any
€ € (0,€), if z* is a unconstrained minimum of G(x) and z* € X, then x* is a constrained
local minimum for problem Pi.

Theorems 19 and 20 show that it is legitimate to search solutions of problem P} minimizing
the function G for sufficiently small values of €. Note that it is possible to prove stronger
results, showing that there is (under certain hypotheses) a one to one correspondence
between the minima of problem P; and the minima of the function G, provided e is
sufficiently small.

For problem P it is possible to proceed as discussed in Section 3.4.2, i.e. transforming
problem P, into problem P, and then minimizing analytically with respect to the new
variables y;. However, a different and more direct route can be taken. Consider problem
P, and the necessary conditions

*\/

ahgﬁ L (3.22)

vacL(x*vp*) = Vf(.ilf*) +

and
pihi(a*) =0, (3.23)

fori=1,---,p. Premultiplying equation (3.22) by mgf) and equation (3.23) by v2h;(x*),
with v > 0, and adding, yields
(8h(:c*) Oh(z*) Oh(z*)

27172/ ..%\ | x *)
AL 21w ) o+ TV p ) =0,
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where

H(a*) = diag(hy (a*), -, hy(a*)).

As a result, a natural candidate for the function p(z) is

/ -1
ple) = - (LI | ppey) - By,

ox ox ox

which is defined whenever the indicated inverse exists, in particular in the neighborhood
of any regular point. With the use of this function, it is possible to define an exact penalty
function for problem P, and to establish results similar to those illustrated in Theorems
19 and 20.

The exact penalty functions considered in this section provide, in principle, a theoretically
sound way of solving constrained optimization problem. However, in practice, they have
two major drawbacks. Firstly, at each step, it is necessary to invert a matrix with dimen-
sion equal to the number of constraint. This operation is numerically ill conditioned if
the number of constraints is large. Secondly, the exact penalty functions may not be suf-
ficiently regular to allow the use of unconstrained minimization methods with fast speed
of convergence, e.g. Newton method.

3.4.4 Exact augmented Lagrangian functions

An exact augmented Lagrangian function, for a given constrained optimization problem, is
a function, defined on an augmented space with dimension equal to the number of variables
plus the number of constraint, with the property that its unconstrained minimization yields
a solution of the original problem. Moreover, in the computation of such a function it is
not necessary to invert any matrix.

To begin with, consider problem P; and recall that, for such a problem, a sequential
augmented Lagrangian function has been defined adding to the Lagrangian function a
term, namely 1||g(2)||%, which penalizes the violation of the necessary condition g(z) = 0.
This term, for e sufficiently small, renders the function L, convex in a neighborhood of
x*. A complete convexification can be achieved adding a further term that penalizes the
violation of the necessary condition V,L(z,A) = 0. More precisely, consider the function

dg(z)
ox

1
S(w, ) = f(@) + Ng(@) + ~lg(@)* + VaL(z, )%, (3.24)
with € > 0 and > 0. The function (3.24) is continuously differentiable and it is such that,
for € sufficiently small, the solutions of problem P; are in a one to one correspondence
with the points (x, \) which are local minima of S, as detailed in the following statements.

Theorem 21 Let X be a compact set. Suppose x* is the unique global minimum of f in
the set X N X and z* is an interior point of X. Let \* be the multiplier associated to
x*. Then, for any compact set A C IR™ such that \* € A there exists € such that, for all
€ € (0,€), (z*, \*) is the unique global minimum of S in X x I.



62 CHAPTER 3. NONLINEAR PROGRAMMING

Theorem 22 Let? X x A C X x IR™ be a compact set. Then there exists € > 0 such
that, for all e € (0,€), if (z*,\*) is a unconstrained local minimum of S, then z* is a
constrained local minimum for problem Py and X* is the corresponding multiplier.

Theorems 21 and 22 justify the use of a unconstrained minimization algorithm, applied to
the function S, to find local (or global) solutions of problem P;.
Problem P» can be dealt with using the same considerations done in Section 3.4.2.

3.5 Recursive quadratic programming

Recursive quadratic programming methods have been widely studied in the past years. In
this section we provide a preliminary description of such methods. For, consider problem
Py and suppose that * and A* are such that the necessary conditions (3.7) hold. Consider
now a series expansion of the function L(z, A*) in a neighborhood of z*, i.e.

L(z,\*) = f(z*) + %($ — 2*)'V2 L(x*, M) (x — 2*) + ...

a series expansion of the constraint, ¢.e.

and the problem
1
min (") + 5 (2 — 27 V2, LG, ) (@ = 27)

dg(x*)
oz

PQ,

(x —2*) =0.

Note that problem ]3@1 has the solution z*, and the corresponding multiplier is A = 0,
which is not equal (in general) to A*. This phenomenon is called bias of the multiplier,
and can be avoided by modifying the objective function and considering the new problem

min f@*)+ V@) (x—a)+ %(m — 2*)' V2 L(x*, \*)(x — 2*)
PO (3.25)
7‘(]&% (x —2*) =0,

which has solution z* with multiplier A*. This observation suggests to consider the se-
quence of quadratic programming problems

1
min f(zg) + Vf(2r)'6 + 50'V2, L(xg, Ae)d
K+l ’ 2 (3.26)
k .

9The set X is defined as in equation (3.21).
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where § = x — xp, and z;, and A, are the current estimates of the solution and of the
multiplier. The solution of problem PQ’fJrl yields new estimates xx41 and Ag41. To assess
the local convergence of the method, note that the necessary conditions for problem PQ’If+1
yields the system of equations

9g(zx)’
V2, L(zg, \g) rramik Vf(zk)
dg (k) 0 lA]:_[ 9() ] o
ox

and this system coincides with the system arising from the application of Newton method
to the solution of the necessary conditions for problem P;. As a consequence, the solutions
of the problems PQ’fJrl converge to a solution of problem P, under the same hypotheses
that guarantee the convergence of Newton method.

Theorem 23 Let x* be a strict constrained local minimum for problem Py, and let \*
be the corresponding multiplier. Suppose that for x* and \* the sufficient conditions of
Theorem 15 hold. Then there exists an open neighborhood Q0 C IR™ x IR™ of the point
(x*, A*) such that, if (zo, o) € €2, the sequence {xy, A} obtained solving the sequence of
quadratic programming problems PQlf'H, with k = 0,1,---, converges to (x*, \*).
Moreover, the speed of convergence is superlinear, and, if f and g are three times differ-
entiable, the speed of convergence is quadratic.

Remark. It is convenient to solve the sequence of quadratic programming problems PQlf‘H,
instead of solving the equations (3.27) with Newton method, because, for the former it is
possible to exclude converge to maxima or saddle points. o

In the case of problem P, using considerations similar to the one above, it is easy to
obtain the following sequence of quadratic programming problems

min () + VF(24)'5 + 562, D, Ae)o
PQEH 8‘; (3.28)

#5 + h(zy) < 0.
This sequence of problems has to be solved iteratively to generate a sequence {xy, A}
that, under hypotheses similar to those of Theorem 23, converges to a strict constrained
local minimum of problem Ps.
The method described are the basis for a large class of iterative methods.
A first disadvantage of the proposed iterative schemes is that it is necessary to compute
the second derivatives of the functions of the problem. This computation can be avoided,
using the same philosophy of quasi-Newton methods.
A second disadvantage is in the fact that, being based on Newton algorithm, only local
convergence can be guaranteed. However, it is possible to combine the method with global
convergent methods: these are used to generate a pair (i, A) sufficiently close to (z*, \*)
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and then recursive quadratic programming methods are used to obtain fast convergence
to (xz*, A*).

A third disadvantage is in the fact that there is no guarantee that the sequence of admis-
sible sets generated by the algorithm is non-empty at each step.

Finally, it is worth noting that, contrary to most of the existing methods, quadratic
programming methods do not rely on the use of a penalty term.

Remark. There are several alternative recursive quadratic programming methods which
alleviate the drawbacks of the methods described. These are (in general) based on the
use of quadratic approximation of penalty functions. For brevity, we do not discuss these
methods. o

3.6 Concluding remarks

In this section we briefly summarize advantages and disadvantages of the nonlinear pro-
gramming methods discussed.

Sequential penalty functions methods are very simple to implement, but suffer from the
ill conditioning associated to large penalties (i.e. to small values of €). As a result, these
methods can be used if approximate solutions are acceptable, or in the determination of
initial estimates for more precise, but only locally convergent, methods. Note, in fact, that
not only an approximation of the solution x* can be obtained, but also an approximation
of the corresponding multiplier A\*. For example, for problem P;, a (approximate) solution
Z is such that

2 0g(2)

VF, (z)=Vf(z)+ o oz

9(z) =0,

hence, the term % g(Z) provides an approximation of A*.

Sequential augmented Lagrangian functions do not suffer from ill conditioning, and yield
faster speed of convergence then that attainable using sequential penalty functions.

The methods based on exact penalty functions do not require the solution of a sequence
of problems. However, they require the inversion of a matrix of dimension equal to the
number of constraints, hence their applicability is limited to problems with a small number
of constraints.

Exact augmented Lagrangian functions can be built without inverting any matrix. How-
ever, the minimization has to be performed in an extended space.

Recursive quadratic programming methods require the solution, at each step, of a con-
strained quadratic programming problem. Their main problem is that there is no guaran-
tee that the admissible set is non-empty at each step.

We conclude that it is not possible to decide which is the best method. Each method has its
own advantages and disadvantages. Therefore, the selection of a nonlinear programming
method has to be driven by the nature of the problem: and has to take into consideration
the number of variables, the regularity of the involved functions, the required precision,
the computational cost, ....
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4.1 Introduction

Given a function f : IR"™ — IR, global optimization methods aim at finding the global
minimum of f, i.e. a point z* such that

f@) < flx)

for all x € IR™. Among these methods it is possible to distinguish between deterministic
methods and probabilistic methods.

In the following sections we provide a very brief introductions to global minimization
methods. It is worth noting that this is an active area of research.

4.2 Deterministic methods

4.2.1 Methods for Lipschitz functions

Consider a function f : IR"™ — IR and suppose it is Lipschitz with constant L > 0, ¢.e.

[f(x1) = f(x2)] < Lllz1 — 22, (4.1)
for all z; € IR"™ and z2 € IR". Note that equation (4.1) implies that
f(@) = f(zo) = Lljx — 2ol (4.2)
and that
f(x) < f(@o) + Lz — zol|, (4.3)

for all x € IR™ and zg € IR", see Figure 4.1 for a geometrical interpretation.

fOO)+LIIx-x|

FOO-LIxd|

X

Figure 4.1: Geometrical interpretation of the Lipschitz conditions (4.2) and (4.3).

Methods for Lipschitz functions are suitable to find a global solution of the problem
min f(2),

with
rel,={reR"|A <z, < B},
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and A; < B; given, under the assumptions that the set I,, contains a global minimum of
f, the function f is Lipschitz in I,, and the Lipschitz constant L of f in [I,, is known.
Under these assumptions it is possible to construct a very simple global minimization
algorithm, known as Schubert-Mladineo algorithm, as follows.

Step 0. Given z € I, and L > L.
Step 1. Set k = 0.
Step 2. Let

Fi(z) = jmax

y

A (@) = Ll — =]}
and compute z1 such that

Fi(xp41) = min F(z).
Zteln
Step 4. Set £ =k + 1 and go to Step 2.

Remark. The functions Fj in Step 2 of the algorithm have a very special form. This can
be exploited to construct special algorithms solving the problem

in £,
g )

in a finite number of iterations. o
For Schubert-Mladineo algorithm it is possible to prove the following statement.

Theorem 24 Let f* be the minimum value of f in I, let x* be such that f(x*) = f* and
let F{ be the minima of the functions Fy, in I,. Let

O={zely| f(x)=/f"}
and let {xy} be the sequence generated by the algorithm. Then
o lim flz) = f*;
o the sequence {F}'} is non-decreasing and kh_)rglo F=f*;

lim inf ||z — x| = 0;
"o el el =0

o f(z) > f*> Fr_1(xy).

Schubert-Mladineo algorithm can be given, if € I} C IR, a simple geometrical interpre-
tation, as shown in Figure 4.2.

The main advantage of Schubert-Mladineo algorithm is that it does not require the com-
putation of derivatives, hence it is also applicable to functions which are not everywhere
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f(¥)

Xlz'ja\ XO B Xl::jA\ Xz XO B

Figure 4.2: Geometrical interpretation of Schubert-Mladineo algorithm.

differentiable. Moreover, unlike other global minimization algorithms, it is possible to
prove the convergence of the sequence {zy} to the global minimum. Finally, it is possible
to define a simple stopping condition. For, note that if {x;} and {F} '} are the sequences
generated by the algorithm, then

flap) 2 f* 2 Ff

and
flxr) > > flaw) + 1,

where 7, = F}f — f(x1) and limg_,oo 7 = 0. As a result, if || < €, for some € > 0, the
point zj gives a good approximation of the minimum of f.

The main disadvantage of the algorithm is in the assumption that the set I,, contains
a global minimum of f in IR"™. Moreover, it may be difficult to compute the Lipschitz
constant L.

4.2.2 Methods of the trajectories

The basic idea of the global optimization methods known as methods of the trajectories
is to construct trajectories which go through all local minima. Once all local minima
are determined, the global minimum can be easily isolated. These methods have been
originally proposed in the 70’s, but only recently, because of increased computer power
and of a reformulation using tools from differential geometry, they have proved to be
effective.

The simplest and first method of the trajectories is the so-called Branin method. Consider
the function f and assume V f is continuous. Fix xg and consider the differential equations

%v F(t) = £VF((t)  2(0) = zo. (4.4)

The solutions x(t) of such differential equations are such that
Vf(x(t) = Vf(wo)e,

i.e. Vf(x(t)) is parallel to V f(zg) for all £. Using these facts it is possible to describe
Branin algorithm.
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Step 0. Given xg.
Step 1. Compute the solution z(t¢) of the differential equation

d
SV H(@(t) =~V (a(?)

with z(0) = zp.

Step 2. The point z* = lim z(t) is a stationary point of f, in fact tlim Vf(z(t)) =0.
—00

- t—o0

Step 3. Consider a perturbation of the point z*, i.e. the point £ = z* 4+ ¢ and
compute the solution z(t) of the differential equation

d
5 V(@) =V f(z(t).

Along this trajectory the gradient V f(x(t)) increases, hence the trajectory escapes
from the region of attraction of xy.

Step 4. Fix t > 0 and assume that x(t) is sufficiently away from zg. Set xy = z(t)
and go to Step 1.

Note that, if the perturbation € and the time ¢ are properly selected, at each iteration the
algorithm generates a new stationary point of the function f.

Remark. If V2 £ is continuous then the differential equations (4.4) can be written as

#(t) = [V (2(t)] " Vi(a(t)).

Therefore Branin method is a continuous equivalent of Newton method. Note however
that, as V2f(x(t)) may become singular, the above equation may be meaningless. In such
a case it is possible to modify Branin method using ideas borrowed from quasi-Newton
algorithms. o

Branin method is very simple to implement. However, it has several disadvantages.
e It is not possible to prove convergence to the global minimum.

e Even if the method yields the global minimum, it is not possible to know how many
iterations are needed to reach such a global minimum, i.e. there is no stopping
criterion.

e The trajectories x(t) are attracted by all stationary points of f, i.e. both minima
and maxima.

e There is not a systematic way to select € and .
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A4

Figure 4.3: Interpretation of the tunneling phase.

4.2.3 Tunneling methods

Tunneling methods have been proposed to find, in an efficient way, the global minimum
of a function with several (possibly thousands) of local minima.

Tunneling algorithms are composed of a sequence of cycles, each having two phases. The
first phase is the minimization phase, i.e. a local minimum is computed. The second phase
is the tunneling phase, i.e. a new starting point for the minimization phase is computed.

Minimization phase

Given a point zg, a local minimization, using any unconstrained optimization algorithm,
is performed. This minimization yields a local minimum x7.

Tunneling phase

A point x; # xfj such that
f(@1) = f(xp)

is determined. See Figure 4.3 for a geometrical interpretation.

In theory, tunneling methods generate a sequence {z7} such that

f(xZ-',-l) < flxg)
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f(x)

v

|

Figure 4.4: The functions f(x) and T'(x, x%).

and the sequence {z}} converges to the global minimum without passing through all
local minima. This is the most important advantage of tunneling methods. The main

disadvantage is the difficulty in performing the tunneling phase. In general, given a point
f(x%) is constructed searching for a zero of the function

x} a point x such that f(x)
(see Figure 4.4)
f(x) — f(a3)

T(z,z}) =
) = g

where the parameter A > 0 has to be selected such that T'(z7, x3) > 0.
Finally, it is worth noting that tunneling methods do not have a stopping criterion, ¢.e.

the algorithm attempts to perform the tunneling phase even if the point z} is a global

minimum.

4.3 Probabilistic methods

4.3.1 Methods using random directions

In this class of algorithms at each iteration a randomly selected direction, having unity
norm, is selected. The theoretical justification of such an algorithm rests on Gaviano
theorem. This states that the sequence {x}} generated using the iteration

Thy1 = T + agdy,
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where dj, is randomly selected on a unity norm sphere and «y is such that
f(r + ordy) = min f(z), + ady),
is such that for any € > 0 the probability that
flar) = 7 <

where f* is a global minimum of f, tends to one as k — oc.

4.3.2 Multistart methods

Multistart methods are based on the fact that for given sets D and A, with measures
m(D) and m(A), and such that

m(A)
1>—ZL=a>0
=mD») "=
the probability that, selecting N random points in D, one of these points is in A is
P(AN)=1-(1-a).

As a result

lim P(A,N)=1.

N—o00

Therefore, if A is a neighborhood of a global minimum of f in D, we conclude that, selecting
a sufficiently large number of random points in D, one of these will (almost surely) be
close to the global minimum. Using these considerations it is possible to construct a whole
class of algorithms, with similar properties, as detailed hereafter.

Step 0. Set f* = oco.
Step 1. Select a random point zg € IR™.
Step 2. If f(xzo) > f* go to Step 1.

Step 3. Perform a local minimization starting from zy and yielding a point xf. Set
[ = f(p)-
Step 4. Check if xjj satisfies a stopping criterion. If not, go to Step 1.

4.3.3 Stopping criteria

The main disadvantage of probabilistic algorithms is the lack of a theoretically sound
stopping criterion. The most promising and used stopping criterion is based on the con-
struction of a probabilistic approrimation P(w) of the function

{ze D] flx) Sw})
m(D) ’

Plw) = ™

Once the function P(w) is known, a point z* is regarded as a good approximation of the
global minimum of f if .
P(f(z") <ex 1.
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2G

* Developed in 1980s & completed in
early 19905

« Based on analog system

* Speed up to 2.4 kbps

* AMPS (Advance Mobile Phone System) was
launched by the US & it was the 1G mobile system

« Allows user to make voice calls in 1 country

- {n—lym—

O

« Developed in late 1980s & completed in
late 1990s

+ Based on digital system

+» Speed up to 64 kbps

» Services such are digital voice & SMS with more
clarity

* Semi global facility -
» 2G are the handsets we are using today, with 2.5G
having more capabilities

Sty

3G

 Developed between late 1990s & early
until present day FELEH

* Transmission speed from 125 kbps to 2
Mbps

* Superior voice quality
* Good clarity in video conference

« E-mail, PDA, information surfing,
line shopping/ banking,
* Global roaming

» Developed in 2010

* Faster & more reliable
* Speed up to 100 Mbps
* High performance

« Easy roaming
* Low cost

Seanned with CamScannes
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5G
. O
« Next major phase of mobile  tel
& wireless system

» 10 times more capacity than

» Expected speed up to 1 Gbps

« More faster & reliable than 4G
« Lower cost than previous

9.9.2019

e ————

COMPARISON OF 1GTO G TECHNOLOGIES

() =
G AsC || 50 11

ZhyEl z X [ _"u-na_u;;_

| emmalogy T
o | 1970/1984 [1080/1999 | 1990/2002
PSS akbps 14-64kbps | ambps
T == | Analeg Digital w-n

i = | centatar cellular h"“‘"‘,

Mobik Digytal tatewraind nigh
le!c"heum' vome.shoet ““ﬁ“';f‘“
= o gl ! 2
T FDMA sy | CDMA
ooy 1 Gmeersabe | Puket srorpd
A et ¥ ...I'.m.n.-

A ‘I psTN PSTN Packet
BREvOck metwork
Handodf Hosnzontal | Herizontal | Horizental

Key concepts

O—

« Real wireless world with no more limitations with
access & zone issues

» Wearable devices

« TPv6, where a visiting care of mobile IP address is
assigned according to location & connected network

« One unified global standard
» Smart radio

« The user can simultaneously be connected with
several wireless access technology

« Multiple concurrent data transfer path

PR Ty T I—‘_‘T_-'“"' T TR T e J——

2 ik k112019

Basic Architecture of 5G

. e T
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)
i

o EERN
; Open Wireless Architecture (OWA)
Application Layer == 1 R
Presentation layer - Application(Service) t:-‘]‘
Session Layer [
e Open Transport Piotocol . s iroless
Transport Laver o) . gﬁ%lhaoylz; & OSI layer 2 define the wir !
Upper network laver « For these two layers the 5G mobile network is li}cely ;
to be based on Open Wireless Architecture (OWA) f

Network Layer

Lawal patamtkiayel « Physical layer + Data link layer = OWA
Datalink Laver
COpen Wireless Architecture
Physical Layel (OWA)
e e i S 11 e e e S R L maeia|
-
Network Layer Open Transport Protocol (OTP)
« All mobile networks will use mobile IP « Wireless network differs from wired network
« Each mobile terminal will be FA (Foreign Agent) regarding the transport layer
« A mobile can be attached to several mobiles or + In all TCP versions the assumption is that lost
wireless networks at the same time segments are due to network congestion
« The fixed IPv6 will be implemented in the mobile » In wireless, the loss is due to higher bit error ratio in
phones the radio interface
» Separation of network layer into two sub-layers: + 5G mobile terminals have transport layer that is
(i) Lower network layer (for each interface) E,?ii‘:éﬁ:?ﬁ:;{t‘;ﬂg‘%;ﬂ & installed — Open |
ii network layer (for the mobile terminal :
(if) Upper ne O ) « Transport layer + Session layer = OTP
%—-_-‘— ey o A TSR T DR S A s Cpeme v e TR T T
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Application (service) Layer _1 Hardware & Software of 5G
’_’(" .

« Provides intelligent QoS (Quality of Service) » 5G Hapdvare: L'T}" 5 Sftears: "
management o 5 ; . Uses UWB (Ultra Wide | . 5 will be singe unified
: ver variety of networks Band) networks with standard of differest
« Provides possibility for service quality testing & higher BW at low encrgy wireless networid, :
storage Df_ measurement information in information E;L; of 4000 Mt hich :‘fhﬁ% ;.A::,rv.’a.‘l. '
database in the mobile terminal is 400 [ir-:l,[l_:.] rn_:',m??ﬁ;; & WWWwW- World Wide
« Select the best wireless connection for given services today's wireless networks | z’;ﬁiﬁhzﬁ 5 "4
« QoS parameters, such s, delay, losses, BW, o Matsamattanicand. broadband F
reliability, will be stored in DB of 5G mobile g ﬂﬁiﬁﬂﬂ;}g‘;’,‘k Division |, Sofware defiped radics |
« Presentation layer + Application layer = Application ii,"n?,”“"’“' Rexiiy A i

ST | '.
- - . p— - L s !
- . F3-1-2030 et - 8 |

Features of 5G Features (Conti...)
O |
g/ sl
« High resolution for crazy cell phone users « High quality service based on policy to avoiderrar |
« Bi-directional large BW « Support virtual private networks i
» Less traffic « More attractive & effective 1‘
« 25 Mbps connectivity speed « Provides subscriber supervision tools for fast action
« Enhanced & available connectivity just about the
world
« Uploading & Downloading speed of 5G touching the i
peak(upto1 Gbps) t
« Better & fast solution ‘

s At Tt SR O

DU S S— j
e - - ; ey B
) o "gave yuay

1 O
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+ 3G- Operator Centric,
4G- Service Centric whereas
5G- User Centric

+ We have proposed 5G wircless concept designed as
an open platform on different layers

« The new coming 5G technology will be available in
the market at affordable rates, high peak future &
much reliability than preceding technologies

T T W e ST = A

e A B

——
22-11-4019

£
' 9.9.2019
Advantgggs of 5G Applications of 5G
- © . -
» Data BW of 1 Gbps or higher « Wearable devices with AI (Artificial Intelligence)
* Globally accessible capabilities
* Dynamic information access « Pervasive (Global) networks
» Available at low cost « Media independent handover
+ Radio resource management
« VoIP (Voice over IP) enabled devices
« With 6" sense technology
S —— o o - B —
v
L]
r CT?IEfion r References
(@)
O- @) .

« www.3g4g.co.uk/4g
« www.studymafia.org
« Google.com

« Wikipedia.org
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REPORT a: ' ‘ ;
The session was initiated by Mr.M. Arumugasamy Assistant Professorj‘Mpch

the topic for the Lecture is Entrepreneurship Development and discuss about tﬂe

e

following topics : ; & {

AR bt

R

* Entrepreneur i i ; '}'

] ! ‘ A ‘l

e Intrapreneurship ]‘f . I'

) Pt

e Employee satisfaction | i i

e Motivation ' ' b 'If:

|| |

~ ® Entrepreneur types ¥ ol
o . _.',

¢ Characteristics of Entrepreneur [ [ :

I ,.r

The session comes to an end with the explaining the overyiew of

' . |

Entrepreneurship Development and its Types. ¥ : :
- e ————— e ——— e e : T T
.

HOD

- et it

T T Lt
]

- r—
ESEC P s

I

TR

i o P i
L R N
L e R et

b ——
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Entrepreneurs 1

Overview

* Wharis an entreprencur?

s Characterictics of an entrepreneur

¢ Planning to be an entrepreneur

« Growth pressures, managing a family business, and
corporate intraprengurship

Entrepreneurs V. Intrapreneurf

* Entrepreneurs are people that notice o ppu-mi
and take the initiative to mobilize resources ta (1
make new goods and services. ,- Ll I
* Intrapreneurs also notice opportunities and ta#q I
initiative to mobilize resources, however lhey “‘Td‘ !
in large companies and contribute to the | |
innovation of the firm, i
i
|

* Intrapreneurs often become entrepreneurs. |

-’f‘

Intrapreneurship

® Learnmgurginizations encourage intrapreneurship.
« Qrgamizations want to furm:
o Prsluct Chonpions: people wIva take ownership of a product from
Conee]l 10 asarket.
& Shuthwetks aproupof iniaipl neurs kept separate from the rest of
Lhe wrgammzinon
« Mow Ventare Dwision: allows adivision to act as its own smaller
Cuil I"IJLII\}
o Pwanls for Innovations link inovation by workers ta valued
rowards

=

/f/:’;

i
|
1
1l
0 A I T B 113
-.'.,'..1 ! :-a”{
AL
il
1 ]
REAREL
I R e il T i !
T — aaasul ity
’_‘/‘—F- .'! i I 1| | : i
Small Business Owners -, i i} | i,‘
B Smallbusmessnwnersarepeoplewhunwmam.t}oi:' i | L
equity stake in a company with fewer thansoo (f 1! " [ |
employees. _'.: e
* [n 1997 there were 22.56 million small business tl{e Fi
United States. IR0 2 Of i11
+ 47% of people are employed by a small busmes bl il i !{
il ol il
A e
e YT Gl R
) I 5 i ‘l !Jli
boyglidd 4 5‘411
Loh .k i
.: | i b I IE!
bapel 0
it | |l. 4 HE
il R (o
. .'JE'_ILI.' b JI “
At
L .'!iI
it BT | I'||!
'; 1 l
1 R PR
'I: [ I‘FIJIl]
ot 11 el
Lig 1! II Hl
= BRI 2 ¥ i! .'-‘}:“l-l[L'.: :

Seanned with CamScannes



.

|
!

|
o
[}

.-""-'u
Employee Satisfaction

* In companies with less than so employees, 44%
were satisfied.

* In companies with 50-ggg employees, 31% are
satishied

* Business with more than 1ooo, only 28% are
satilied

Bt b

- & N X & ¥

-'_____—'—--\—.___ .'-_,_-"'-‘

.a--“’"-.
Advantages of a Small Business

e Greater Opportunity
ta get nich through
stock eptions

v Fecl eure impuortant
« feel e secure
{ Level

v Comiu

* Lower guaranteed pay -} i
* Fewer benefits "-!
» Expected to have many skills i
= Too much cohesion W, ‘ l
= Hard to move to a big company ke

* Large fluctuations in income possible | 3 |

=
¥
f -

| WHo are entrepreneurs? -

* Common traits
= Self employed parents
* Firstborns
+ [etwesn 30-50 years old

e Comumnntiats
» Unginal thinkers
o Rk takers
» Lale responsibilivy for

i aslivnn » Well educated -S-du%i;ive
) . IL.:’[:'”‘I _tent and ;l;?:im:" t/3havea

:.‘ alsand enjoy
Cwerd them

2020

-—Sﬂt""ssfuland Unsuccessfu Tt
Entrepreneurs , i !
* Successful . Unsuu:cessﬁ.tr SRR
« Creativeand lnnovative « Poor Managers | 1| | { 1!
« Pasition themselves in « Lowworkethic. | ARERY
shifting or new markets ! | b LN
= Create new products * Inefficient li, R IR
« Create new processes . F-uluteto plal'hll:lld. | i
« Create new delivery ISRt |
OPoormneymn,Tsl [l !
L
" ifed :
!E‘f- | | | I I
A
NETTPS (S W
I.' il
o T (5 LA O R 1)
HE AR
RERIE
RRIHEE
At
A J i
S
i' i l
Bl b
AL
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Characteristics of Entrepreneurs

W MM

~

Entreprencurs }

[ 4

," § Suceess(ul é

C_

| —

I ——

Key Personal Attributes (cont.)

o Entreprencunial Careers
o Phadea Lo ensecprenen ial success leads to more
et i ial activity movy explain why many
eoti o sttt il [ companies over the course
ul thon aneer
s Corehon i giple Using o business to start or acquire
vilieesancbooen ropeaddog e process
onowho founds and operates
duriv sone career

a Sl Dty rgmrcer a=a\ o
bt phe connpanies

|~

i

Key Personal Attributes (cont.)

-

- —
—

o Diesire oy |.|dl.|‘.‘c|1dull(l:

o Lunep s olton seek udependence from others

nerally en’t mativated to perform

+ b suen il srganizations

e Pinvreprenwd s haee intere o] drive, are conlldent In their
con bl and e ureat deal of sell-respect

= A iesah ey ey
wellin la

5

R
g4 | [ Fb
] '
"y I': | ! |
h IHE
. L by |
¥ir ot Oy e, P AR I
et e, | el s L]
- s —— e~ | |
T MHT I
Key Personal Attributes | ! il
* [nireprencurs are Made, Not Born! [ a1 d t
* Many of these antltltmmmdmbprdmh mhlf. L
with the limily enviranment playing an Imparrant we || |
» Entreprencurs tend luhawhdwlftmpkwlﬁné'p F
who tend tosupportand rncuuugxlmlqm!mr.[ [ i
achlevement, and responsibility ik
* [rstborns tend to h.lvnmrunmprrmruh!lnbuﬁ ! ! 1
because they receive more attention, have m forge thair | f
owii way, thus creating higher self<onfidence - o) E
| ']
i
[ g
i |
|
il
!
i i
= SR Ao Lo ':?
- | '.|f
Key Personal Attributes (cont) |
# Need for Achievement E |
* Aperson's desire either for excellence or mmm:ul (LY 1)
competitive situations i i H
* [1igh achicvers take responaibility for astaining lhrln .l -I‘
goals, st maderately dificult goals, and wast 11} | [ '.'
Immediate feedback on thele performance .L:, i ! l
* Success is measured In terms of what those efforty Haye | |
accomplished NE b il
+ McClelland’s research f i
' !
4 [Pt
¢ i | .: fl
Tl
i
A
i bl
e e = S Aot & e WL
- —— S D ! e I
»—"""_-..H- -_---‘-‘-‘_H_ Jﬂr‘r"l- H | " |
b
Key Personal Attributes (cont ] |
* Self-Confidence | .i'q
= Because of the high risks involved in running an A i
entreprencurial organization, h.ningm“uphear'aid vt
self-confident attitude b1 essential i o
* Asuccessful track record leads to improved uil‘- : |
confidence and self-estrem f 15
* Slf-confidence enables that person to be optimit k in ¥ ]
Tepresenting the firm tOtmpil'rtnmdmum Alks b1 i
W% {
iyt Pl
vl | 3
| T 48
. [
b ] f 0
| 4 il
e il
R RN R
i £ 1 18
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! : o ‘I
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« Especially important in the computer industry,
» NOT ALWAYS NECESSARY

e Forexample, successful car dealers usually

technical knowledge a
automobiles before opening t

typically bringing same re

ventures

Technical Proficiency
« Many entreprencurs dem

withhaving is hee
« Success fias 1 high price, ¢4 entreprencurs have to be

valiing e =acrifice cortain things

_ Key Personal Attributes (cont.)
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REPORT iR
The session was initiated by Mr. S.Saravanan Assistant Professor/h»{[ét,?th?: N
ypic for the Lecture is Organic Light Emitting Diode Displajl_a;s-,. aTnd .“F"
Applications and discuss about the following topics :; l";
o
o Organic Electronics | ul, | :. {
e Organic Solar Cells ‘i[ i' 1?;1
e Organic LED A ||1n|:
e AMOLED b {7 (g
o OLED Types i t - 5
" OLED Applications | i :*; ;
* OLED Television I‘ | i[’.',l?-‘i i‘.
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s of light emission from 260 to peak brighiness,
conventional dsplays camot match

reproduces picture glow
hnology urique 1o Sony and Incorporated in fs *Organic Panel
_ efficient light emission from the organic mater(als,
ess. This enables *XEL-1 f fahfully reproduee Ight flow sich as
camera flashlights through the image reproduced on the display.

: Delivers pure and vivid colors in both dark and bright

- OLED o general : the full spectrum of Sany's TV color requirements,

1 proprietary organic materials, wilh bright cokration. In addiion, the
’ uper Top Emission” end the color exiracting technology within lts
: XEL-1" to reproduce natural colors besutifully. As a result, lhe

s of ripe frut and shades of deep cobalt blue can be stunningly reproduced The
*Organic Panel’ can also susiain its color reprocuction capabiity in scenes of diminished
baghiness, mu_g_-'x&-t' fo faithfully recreate even dark movie scenes using the colors that
weae ongially infended
P msunﬂr'mmlmmruw;uehumsmn
sponianeously tum the light emitied from the organic material layer on and
capable ol very rapid response times Newly developed OLED drive circuits
reproduce fast moving images such as sparls scenes smoathly and

ey e

OLED does not require 3 separale light source e 10 its bght-emiting siructure; therefore 1
can be powersd using very low voliagee This means that OLED TVs consume exiromaly low
fevels of power compaed with other display devices. The power consumption of *XEL-1" Is &

low &5 45W

7.2 Fulure Applications:

Research and dovelogment in the field of OLEDs is proceeding rapidly and may lead 1o lulre

“agpications in heads-up dsplays. automative dashiboards, billboard-lype dupleys, home @nd

office: lighting and flexible displays Because OLEDs refresh faster than LCOg - almos! 1,000

times faster — @ device with &n OLED display could change infermation almaet in real ime
 Video images could be mud mnore realisic and constantly updated.

~ \‘“-‘\k \‘Q{\\ -
i S S Yo \‘:“\\
e
et >
. .
Phato courtesy Sony Comonshon
OLED display for Sony Cie
Vs et

Several companies have akeady bal profolype computer monsiors and pe-soreen
use OLED technology In May 2005, Smqumun-mmms

prototype 40-inch, OLED-basad. ulra-skm TV, the frst olssm

Sony 11-inch XEL-1 OLED TV:
In Oclober 2007, Sony mmedmmmubemfn-snmmmm & QLED nwimwsion

The XEL-1 will be available in December 2007 for customers in Japan it sts for 200

- or goul $1,700 U5
1
¥ ront Bach Len e Cyer ol | LY
Pheto Courtesy Sony
the Sony 11nch XEL OLED TV
Main Features of "XEL-1%

Thinness: Proposes new TV form factor measuring approximalely Smm thimness (at s

thinnest point)

Ar OLEDS are Ight-amiting, therm i no nead for & soparae light sourcs such as a backight
systom  Sony's 'Organic Panel’ congiste of an organe ol layer of st seversl hundred
nmometers thickness, wilh lwo axtemoly thin glass panels aligned on wiher side ol the
grganio material layor This roalizes o now TV form facto measuring spproximately Imm d it

thinnest point
High contrast; Reproduces realistic images using exquisie shades of black and flexible

control of color tone and gradation
With 15 light-emitting structure, the OLED display can prevent ight smisson when reprocucing
shados of black, enobling “XEL: 1* to reproduce very deop blacks (contrast 10 1,000,000 1)
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SHAPE MEMORY
ALLOY

Presented by,
S.Saravanan

Assistant Professor
Mechatronics Engineering
MAM School of Engineering
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UDOELAS 1CTTY OR SUPERELASTIC EFFECT

' 'm“ﬁwmmuwmd

met “NWMlp.mma_ﬁ.\—*n

Ww-ﬂw-huﬂph’mhﬁ»

ur mddmhnﬂyuﬂhthﬁuw“-uu-b

‘Tﬂlllﬂl-‘ol'Mh“#iﬂ“'h

| -- ~hmﬂhhmﬁkmﬂﬁ-¢-ﬁphqﬁdh’ﬂ:
"-ﬁMthh“*ﬂbh.ﬂﬂ—
resumes its original shape. P |

___ﬂumuimumm._ :

leased, This means the frames of shape-memory alloy

destructible” b ¢ il appears o 0 an B e - |‘
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Lo her materials such as steel and aluminum. Most
: Y ‘hine ¢o Pmd o .Othﬂl'
‘manufacture and machi

. thic means that while under the same loading
SMA's have poor fatigue propertiess : Sy i
. Jbﬁnd’ihgg.fﬁﬁﬂipfesﬁmﬁa a steel component may survi
nes more cycles than an SMA element.
TNy d"l " »' ¢
s ianlANrEN= .
7
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ol svstem can be used to drive small objects without the addition of relativel

“nle DL cONIr
chamsms

~otors, gears, of drive me

« ROBOTIC MUSCLE

imic : les and
Shape memory alloys mimic human musc
SMA's are strong and compact sO

tendons very well.
d for creating a life-

that large groups of them can be use

like movement unavailable in other systems.

8. CONCLUSION

The many uses and applications of shape memory alloys ensure @ bright future for these
metals. Research is currently carried out at many robotics departments and materials science

departments. With the innovative ideas for applications of SMAs and the number of products

on the market using SMAs continually growing, advances in the field of shape memory

alloys for use in many different fields of study seem very promising.
There are many possible applications for SMAs. Future applications are env isioned 1o include
engines in cars and airplancs and electrical generators utilizing the mechanical energy

resulting from the shape transformations. Other possible automotive applications include

using SMA springs in engine cooling, carburetor and engine lubrication controls.

9. REFERENCES

> “Materials Science and engineering” by William D Callister, Jr.

> http://smart.tamu.edu
Shape Memory Applications Inc. Shape Memory Alloys.

‘.’

http:/www.sma-inc.com/SMA Paper.html

Mechanical propertics and reactive stresses of Ti-Ni shape memory alloys.
N. N. Popov, T. L. Sysoeva, S, D. Prokoshkin, V. F. Lar'kinand 1, 1, Vedernikova.
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REPORT |
- 1o sesonwas initiated by Ms.M.Suba pradha Assistant Professor/Mct, the
opic for the Lecture is Introduction To IPR and its needs and discuss abput fht
following topics I i
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e Infringement L
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¢ Industrial Design
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- (An ISO 9001: 2008 Certified Institution)
(ACCREDITED BY NAAC)

DEPARTMENT OF _
MECHATRONICS ENGINEERING

WEBINAR
on

“MICRO FABRICATION
TECHNIQUES FOR MEMS”

26.05.2020
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'L.A.M. SCHOOL OF ENGINEERING.

(Accredited by NAAC)
(Approved by AICTE, New Delhi | Affiliated to Anna University)
Siruganur, Trichy - 621 105

Department of Mechatronics
Organises

Webinar on
Micro Fabrication Techinques for MEMS

Dr. L. Sujatha,

of Excellence in MEMS & Microfluidics
ni Engineering College, Chennai.

Date: 26/05/2020, Time: 11.00am.

For Registration Visit
www.mamse.in
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) M-AM. SCHOOL oF ENGINEERING

(Accredited by NAAC)
A Yy
(Approved by AICTE, Ne Delhi| Affiliated to Anna University)

Slruganur, Trichy - 621 105

Department of Mechatronics Engineering
Organises

Webinar on
Arduino with Tinkercad Simulator

Resource person

Prof. Kanagaraj Venusamy,

Industry and Academic Expert,
Al musanna College of Technology,
Sultanate of Oman, Muscat.

Date: 01/06/2020, Time: 3.00 pm - 4.00pm.

‘ @ For Registration Visit
R www.mamse.in
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Proposal for online webinar

3 . jntroduction to Arduino and Programming
Title:

- Using Real Time open Source Software Tinkercad
o .

H

o,—gan

izer.
enter: Kanagaraj Venusamy B.E, M.B.A, M.E, (Ph.D)

when: yet to plan

Where: Online Webinar

rarget Audience: Computer science and Electronics discipline students and faculty but
globally Arduino is used by grade4 level to any discipline people. .

[nterdisciplinary Arduino: Programming, Electronics, Mechanical, hobbyist...
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(Accredited by NAAC)

(Approved by NCTL, New Delhi [ Affitiated to Anea University)
Siruganur, Trichy 621 105

".Tj‘;.M A.M. SCHOOL OF ENGINEERING

[-)_ép;trtment of Mechatronics Engineering
| Organises

| Webinaron
Principles of Robotics and its Applications

1;35
f il
L] __
P T £

Dr.Sheeja.V.Francis M.S., Ph.D
Prof & Head,

Department of Biomedical Engineering.
Jerusalem College of Engineering,
Chennail.

Date: 18.5.2020, Time:3.00pm - 4.00pm

Iy ForRegistration Visit
4 kg www.mamse.in
Sy




ACADEMIC PROFILE

Dr. SHEEJA V FRANCIS B.E., M.S.,Ph.D.
Professor & Head

Department of Biomedical Engineering
Jerusalem College of Engincering
Pallikaranai, Chennai- 600 100

Mobile No  : + 919941218230

E mail : sheejavi@gmail.com

Dr. Sheeja V Francis, who is currently, Prof & Head, Dept of Biomedical Engincering,
Jerusalem College of Engincering, Chennai started her career as a lecturer in Electronics &
Communication Engineering, afler acquiring her B.E. Degreein 1995, With great passion towards the
teaching profession, she has been mentoring and educating hundreds of future engineers over the last 2§
years at UG and PG levels, Of the numerous academic courses handled, Electronic Circuits, Signals
& Systems, Digital Signal Processing, Bio Signal Processing, Digital Image Processing.Medical
Image Processing and Roboticsare her forte. She has constantly upgraded and shared her knowledge in
these areas through several seminars, workshops and NPTEL Courses. She has been constantly
motivating students to further their knowledge beyond text books and to find solutions'to reeds of the
society, through innovative projects. She has guided student projects every year leading to conference
presentations.

She firmly believes that ‘Today’s research is the key to tomorrow’s technological advancements”™
Being attracted by the immense contributions made by engincers to the ficld of health and medicine, ahe
pursued research at the Centre for Medical Electronics, Anna University, Chennai, where she
acquiréd her M.S and Ph.D degrees. She has explored the possibilitics of using non-lonising radiations
in diagnostics instead of the bio-hazardous X-rays currently in use. She has extensively studied the scope
of using Near Infra red light for detecting hematomas in the brain and thermal imaging for detecting
breast cancer, which presently use CT scan and Mammography respectively. She has presented her
works at several National and Intcrnational Seminars & Conferences and published several
research papers in reputed International Journals.

She serves as a member of review panels of reputed international journals with leading publivhers
such as Elsevier, Springer, Taylor & Francis, etc.,. She has received the "Award of Recognition for
Outstanding Contribution in Reviewing’ from Elsevier Journals, The Netherlands in May 2015 Ste
has contributed a chapter to a book titled ‘Applications of Infrared to Biomedical Scicnees’ s
prestigious venture by Nanyang Technological University, Singapore, published by Springer Nature.
Singapore in 2017.She is committed to the cause of furtheringquality rescarch and is a4 recognired
supervisor for guiding M.S / Ph.D scholars with Anna University, Chennai.
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M.A.M SCHOOL OF ENGINEERING&

L

Siruganur, Trichy-621105 {
!
Department of Mechatronics Engineering i f

Bl
LT
Webinar on “Principles of Robotics and its Applicatiuns”lf i
(18 MAY, 2020) Bl {1
I
|

-
Department of Mechantronics Engineering had the privilege of having webllnar TW
Dr.Sheeja.V.Francis, M.S., Ph.D Prof & Head Department of Bio Medical Engmc. bring

Jerusalem College of Engincering, Chennai, on the topic of “Principles of Robohcis and its

Applications”. i

The invitation for this program by the designer team of MAMSE and | d:stnbhl

through face book. The registration form for this program has created by Googlf: }'orm an

published in our college website on 16® May 2020. Lilo

I

The link for the registration: R

WWWw.mamse.in }

L.

== L i -__j —

Totally 316 participant has register for this webinar. The session is slanccl'sharply by

'

i
3.00 pm from welcome address and introduction given by Dr.PumlhaHP!rofpsso'r,

Mechatronics Engineering Department. After that the resource person starts the Ii:c_tu’rd ':.viil'h :
the basics of Robot configurations, after that she extended lecture session with kir}tﬁmt.ic;s $f .
Robotics, Industrial Robots Applications, Manipulator Controls, etc. The event %:nfdcdi "vilh .
vote of thanks given by M.Suba pradha, Assistant Professor, Mechatronics Dcpart!lm:]f&nt.i Iso

iy ll‘

the feedback for the participant was collected through Google form. il | |
=
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) ’ MAM SCHOOL OF ENGINEERING
DEPARTMENT OF MECHATRONICS
Participants Registration for the Wehinar *Principles of Rohatics and its Applications"

SlNo Timestamp Name Institution Department Gender Emait ID Mabile Number
I {2020/05/16 7:17:49 PM GMT+5.30 |[RAVICIIANDRAN. § M A M School of Enginecring Trichy Mechatronics Engincering Male |ravi thuraiyur0791@gmail com 9426583038
2 (2020705716 7:20:23 PM GMT+5.30  |Abdul Latff s MAM School of Engineering Mechatronics Male [lamuya.mj@gmail com 9940803793
3 |2020/05/167.27:35 PM GMT+5:30 (M Arumugasamy M A M SCHOOL OF ENGINEERING, TRICHY MECHANICAL ENGINEERING Malc  |jas]8091996@gmail com 9787269963
4 [2020005/16 7:53:15 PM GMT+5:30  [Dr T Rammohan Karpagam college of engineering EEE Male |profdmmmohan@gmail com 9186876972
5 [2020/05/16 7.53.44 PM GMT+5:30  |C SHANMUGA RAJA AAA College of Engineering and Technology ECE Male [shanmugaraja0683@gmail com 8056826592
6 [2020/08/16 T.53 48 PM GMT+5:30 |G, Vinothkumar hM_. A M college of engineering Mechanical department Male |vinothnadhi@gmail com 2510448515
7 [2020/08/16 3 01:11 PM GMT+5:30 |K UTHAYASURIYAN gglfggmﬁlgﬁg‘f“ ENGINEERING Eéﬁfffug?éﬁﬁinm GNEERING  |Mile  [kuthaya 29Ggmail com 8754618858
8 |2020/05/16 £:01:40 FM GMT+5:30 |L. R. Akshaya Kongu Arts and Science College (Aulonomaus) English Female |akshayakavitha6@gmail com 9524597767
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. What about
k . SI.No Timestamp Name Institution Department At Present Email 10 the session?
g 1 [202005/18 3:46:47 PM GMT+5:30  |Jeganathan N Solamalai college of engineering Civil enguneering Faculty |resikjegan000@gmail com Excellent
f 2 {2020/05/18 3:46:57 PM GMT+5:30  |P.Hema Jerusalem college of Engineering Biomedical Student |divyahema63@gmail.com Excelleat
3 |2020/05/18 3:46:59 PM GMT+5:30  [B ANANDHI JERUSALEM COLLEGE OF ENGINEERING BIOMEDICAL ENGINEERING Student  |anandhi132000@gmail.com Good
: 4 |2020/05/18 3:47:01 PM GMT+5:30  |Thamaraiselvan P Kongunadu college of engincering and technology E::‘:;’e";z;“d R on Stwdent  [agjunvijayeee2018@gmail.com Excellent
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51 [2020/05/18 3:53:20 PM GMT+5:30 R. Prom kumar M. A. M. School of Engincering Mechanical Paculty |Mechanical. Prem@gmail.com Excellent
e 53. |2020/03/18 3:53:24 PM GMT+5:30  |V.Shankari Jerusalem college of engineering = Biomcdical engineering +  |gtudent [shanku] 30799 Egmail com |Excellent :
/53 |2020/05/18 3:53:25 PM GMT+5:30  |pawan kumar tiwari 8.U.8.Govt College Sunam Compulers Rescarch & Pawan. pawidigmail.com Good
54 |2020/05/18 3:53:33 PM GMT+5:30  {Devi Lakshmi A Jerusalem collcge of cngincering Biomedical cngineering student  |devilakshmilB6@gmail.com Cood
55 |2020/05/18 3:54.19 PM GMT+5:30  |Dhivya V M.A.M SCHOOL OF ENGINEERING 'EEE Student  |dhivyadeivam28@gmail.com Giood
56 [2020/05/18 3:5422 PM GMT#5:30  |Vimenthani Jerusalem college of Engincering !Bi omedical Student  |vimenthani.vimey@ gmail.com Good
57 12020/05/18 3:5423 PM GMT+5:30  |U.JATHURSHA JERUSALEM COLLEGE OF ENGINEERING B.E . BIOMEDICAL Student  |jathu. uruthira@gmail com Good
58 (2020/05/18 3:54:26 PM GMT+5:30  |5.A.SREE VISHWA JERUSALEM COLLEGE OF ENGINEERING |B E.BIOMEDICAL ENGINEERING  [Student sreevishwa sa@gmail com Fxcellent
59 |2020/05/18 3:54:36 PM GMT+5:30  |Gopi K Periyar centenary polytechnic college Mechanical Faculty |gopiindian555@gmail.com Good
60 |2020/05/18 3:55:02 PM GMT+5:30 |Dr. G. Arockia Sahaya Sheela Holy Cross College (Autonomous) CS Faculty gsr_shccbn@yahoo.co.in Excellent
61 |2020/05/18 3:55:08 PMGMT+5:30 |M.Madhumitha M.A.M School of Engincering ELT::.:::;:M 2 e Student |madhumurugesani 2@gmail.com Excellent
62 |2020/05/18 3:55:05 PM GMT+5:30  |P.Shalini Kongunadu college of engincering and technology ECE Student  |shaliniperiyasamy2001 @gmail.com Good
63 [2020/05/18 3:55:12 PM GMT+5:30  |Swetha Jerusalem college of engg Biomedical 'Student  |swethal 1| 8@gmail.com Excellent
64 |2020/05/18 3:55:21 PM GMT+5:30 |RKUBENDRAN SOLAMALAI COLLEGE OF ENGINEERING ECE Faculty [kubendran.scemdu@gmail.com Excellent
65 |2020/05/18 3:55:31 PM GMT+5:30 |Dr. S.Rooban k1 university - AP ECE Faculty  |yesrooban@gmail com Excellent
66 |2020/05/18 3:55:58 PM GMT+5:30 |[SUDHA P M.A M School of Engineering Mechatronics Engineering Faculty |[suhal906@@gmail.com Good
67 |2020/05718 3:56:43 PM GMT+5:30 (M VIJAYAKUMAR SACET TRICHY MECHANICAL Faculty  jviattur@gmail com Excellent
68 |2020/05/18 3:56:50 PM GMT+5:30 |Neeta Rajeev Kadam 1SPM Narhe Technical Campus EL‘::;"”“ B RSk |mey nkadam2006@gmail.com Good
69 |2020/05/18 3:56:52 PM GMT+5:30 | Arockiaraj Mepco schlenk engg college EEE IFm.IIIy Arockiarocks@gmail.com Excellent
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: 7’ Wfﬁ 53103 PM GMT+530 |5'ik='=ﬂ'us Jerusalem college of engineering Bio-medical engineering Student |srikanthsk11750@gmail com Excellent
75 {2020/05/18 $36:02 PM GMT+5:30 [1x. sivasangari Jerusalem college of engg Bme todent |sivasangarinamasivayam@gmail.com” JAverRE®

" 80 |202005/19 1:55:32 PMGMT+5:30  |S.priyadharshini M.AM School of engineering ECE Student | Priyacce2806@gmail.com Excellent

31 12020005719 2:06:11 PM GMT+5:30  |Dr. T. Balakrishnan S.LV.E.T. College Chennai SD;E::WM of Library and Information |p. oy |Vishalbala2310@ gmail.com Excellent

© 202000519 2:19:51 PM GMT+5:30 {Chandra Mohan M ?::imm‘::nmm of Science and Technology, BIHER, [0 io rocaity | indiranimohant993@gmait.com ———

§3 |2020/05/19 2:37.05 PM GMT+5:30 A Asuntha SRM Institute of Science & Technology EIE Faculty asunthaa@srmistedu in Excellent
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£5 |2020/05/194:23:38 PM GMT+5:30  |Dr.R.Thamilselvi Bharathiar University Arts and Science College Pallachi fCommerce Faculty [|tamilsclvi9976@gmail.com Excellent
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Webinar
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“Role of Microcontrollers in
Mechatronics Systems”
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(Accredited by NAAC)
(Approved by AICTE, New Delhl | Affillated to Anna University)
Siruganur, Trichy - 621 105

- M.A.M. SCHOOI. OF ENGlNEERING

Department of Mechatronics
_Organises

‘ Webinar On
Role of Microcontrollers in Mechatronics Systems

.. DATE: 09-06-2020
f TiME: 11,30 Aw,

Dr. S. Mohanalakshmi,
Prof & Head / ECE,

Rohini college of Engineering and Technology
kanyakumari.

E - Certificate will be provided forthe participants

For Registration Visit
www.mamse.in
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~ Resource person

e

Dr. S. Mohanalakshmi is an educator and researcher with 23 years of
experience in teaching and research. She received her Ph.D under the faculty of Information
and Communication Engineering from CEG, Anna University, Chennai and Masters in
Applied Electronics from Sathyabama University, Chennai. Her area of interest includes
Signal and Image processing, [oT, Embedded Systems and Biomedical Engineering. She
holds 25 publications to her credit which includes Journals and Conference Proceedings.
She is part of the Reviewer Board of the Journal Biomedical Engineering/Biomedizinische
Technik, Germany and life member of IETE. She currently serves as Professor and Head of

the Dept./ ECE in Rohini college of Engineering and Technology, Kanyakumari, TN.
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M.A.M SCHOOL OF ENGINEERING

Siruganur, Trichy-621105

®

Webinar on “Role of Microcontrollers in Mechatronics Systems”
(9t June, 2020)

Department of Mechatronics Engineering

Department of Mechatronics Engineering had the privilege of having webinar with
Dr.SMohanalakshmi, Professor and Head/ECE, Rohini college of Engineering and
Technology, Kanyakumari on the topic of “Role of Microcontrollers in mechatronics
systems”.

The invitation for this program by the designer team of MAMSE and distributed
through face book. The registration form for this program has created by Google form and
published in our college website on 8 June 2020. '

The link for the registration:

https://docs.google.com/forms/dle/1FAIpQLScNHeW7mn1DeolZ1V 4mJLJLVI
sYOhnlg71HalseLd4HmRhKA/viewform

Totally 48 participant has register for this webinar. The session is started
sharply by 11.30 Am from welcome address and introduction given by P.Sudha., Assistant
Professor, Mechatronics Engineering Department. After that the resource person starts the -
lecture with the introduction of microcontrollers. Later she given the lecture with
demonstration of how microcontrollers are featured with Mechatronics design, challenging
controls of the microcontrollers in various parameter etc. The event ended with vote of thanks

given by M.Suba pradha, Assistant Professor, Mechatronics Department. Also the feedback
for the participant was collected through Google form,
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